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Abstract: This paper presents the automatic operation of 
the door based on voice recognition. In this paper Mel 
Frequency Cepstral Coefficient (MFCC) are used to extract 
the discriminant features from the voice signal. Next, the 
Euclidean distance is used to compute the difference 
between two different voice signatures. Based on this 
distance the door is operated only if the distance is within 
specified range. The developed system can be useful for the 
physically handicapped person.
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I. INTRODUCTION
For this project we are using voice characteristic of a person 
that is unique to the individual. Hence to identify this 
uniqueness we are using Mel Frequency Cepstrum 
Coefficient (MFCC) algorithm. Earlier Linear Prediction 
Coefficients (LPC) algorithm was used to identify 
characteristics such as pitch, frequency. But now MFCC is 
used because the results that are obtained are more accurate, 
high efficiency, extraction of best parametric representation 
of acoustic signals, cannot perceive frequencies over 1kHz.

II. MEL FREQUENCY CEPSTRUM COEFFICIENT 
PROCESSOR

Since there is a need to extract the features of the speaker’s 
voice and identify and differentiate between the pitch, 
gender, emotions, background noise etc. thus MFCC is used 
so as to obtain complete features and identify the authorized 
user.

Following steps are to be performed on the voice signal 
under MFCC algorithm:

1. Framing
2. Estimation of power spectrum.
3. Application of Mel filters
4. Summing the all energies in filter banks
5. Logarithm of all energies
6. Taking Discrete Cosine Transform
7. Generation of matrix containing Mel coefficients.

Fig. 1: Flowchart of MFCC algorithm

III. ALGORITHM
A. Speech Waveform: The speech waveform acts as an input 
signal to the MATLAB programmed personal computer or 
laptop. 

Fig. 2: Speech Waveform
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B. Pre-emphasis stage: At this stage, the sampled speech 
waveform is passed through a filter which emphasizes higher 
frequencies. This process of emphasizing higher frequencies 
increases the energy of the signal at higher frequency.
C. Windowing /Framing:  We carry out the process of 
windowing to remove unwanted signal and divide the signal 
into over-lapping segments for accurate measurement. 
Framing is important stage in the algorithm. It is nothing but 
the sampling of signal. The frame of specified time slot is to 
be made from the voice signal since it is continuously 
changing. The time interval is restricted within 20ms to 
40ms. Frames shorter than 20ms do not give enough reliable 
samples within the particular frame and frames longer than 
40ms yield the signal which changes too much within the 
frame.
D. |FFT|²:  We have used Hamming window to reduce the 
unwanted signals. Fast Fourier Transform is used to convert 
each frame from time domain to frequency domain.          
E. Mel-Frequency Warping: Before we go to Mel-Frequency 
warping we need to understand what is Mel scale. As we 
know humans beings are good at differentiating changes at 
low frequencies than at high frequencies, so Mel scale is 
needed to differentiate between the perceived frequency, and
pitch, of a pure tone to its actual measured frequency. The 
advantage of Mel scale is that it matches the frequency more 
closely than what humans hear.
F. Filter bank:  At this stage spectrum is segmented into a 
number of critical bands which overlap the triangular filters. 
G. Logarithm of all energies: Power spectrum is the 
distribution of the energy of a waveform among its different 
frequency components. Unlike linear scale logarithmic scale 
displays the value of quantity in terms of orders of 
magnitude. This operation is performed on all the energies to 
compress their ranges. The logarithm uses cepstral mean 
subtraction which is a channel normalization technique
H. Discrete Cosine Transform (DCT): We use DCT to 
convert the log Mel cepstrum to time domain.

IV. OBSERVATION S AND OBTAINED GRAPHS

Fig. 3: This figure is achieved when the authorized user says 
the word “OPEN” in the main file.

Fig. 4: This figure is achieved when the user says “OPEN” 
and filter banks are generated.

Fig. 5: This figure is achieved when user says “OPEN” and 
thus filter banks are generated.

Fig. 6: The following MFCC coefficients are obtained when 
the word “OPEN” is uttered.
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Fig. 7: The following graph is obtained when the user says 
“CLOSE”.

Fig. 8: This figure represents the filter banks which are 
generated when the user utters the word “CLOSE”.

Fig. 9: This figure is generated when the user utters the word 
“CLOSE”

The figure confirms that the input voice is matched with the 
reference voice which was stored in the database. The 
finding of this study is consistent in the sound proof 
environment. This process affects greatly because of the 
external noise. The accuracy of this automatic door operating 
system on voice recognition using MFCC algorithm is 75%.
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