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Abstract: In new Generation of Technology today there are 

several Different type of attacks, some of them cannot 

found by av available model. Network is increasing rapidly 

so, security is a major problem in networks. In recent time 

many recherché are using data mining technique for IDS. 

For intrusion detection or fraud detection we require an 

efficient framework for identifying the deviate data. Here 

we proposed new approach for information gain and 

utilized random forest algorithm for better result.   Internet 

attacks are rapidly growing, and there have been several 

attack approaches, consequently. Attack detection systems 

are using various data mining techniques to detect 

intrusions.  We diminish the false positive and rise true 

positive.  In this paper, experiment results are calculated 

using  kddcup99 data set. Feature selection of the data set is 

executed using Information Gain (IG) and random forest. 

Keywords: Information Gain (Entropy); Intrusion 

Detection System; Random Forest; KDDCUP1999 

 

I. INTRODUCTION 

Data is very vital to a group. Groups typically wish to reserve 

the privacy of their data. With the widespread use of the 

internet, it has become a crucial task to maintain the secrecy 

and integrity of organization‟s vital data. A network intrusion 

attack can be any usage of a network that compromises its 

strength of the security of information that is stored on 

computers connected to it. A large number of activity comes 

under this definition, including an attempt to de-stabilize the 
network as a whole, gain illegal access to files or rights, 

simply non license use of software. Additional security 

actions can stop all such attacks. The aim of attack detection 

is to develop a system which would routinely scan network 

activity and detect such intrusion attacks. When an attack is 

identified, the system in-charge could be informed and thus 

take corrective action. Conventional methods for network 

safety include security mechanisms like user validation, 

cryptography and attack prevention systems like firewalls, 

Intrusion Detection System (IDS) address problems that are 

not solved by these techniques. IDS is capable of recognizing 
these attacks which firewalls are not able to prevent. Also, 

newer attacks are being developed that are able to penetrate 

through firewalls, so new approaches are required to defend 

against these new kinds of attacks. 

An IDS is software and/or hardware designed to identify 

unwanted attempts at log on, manipulating, and/or 

inactivating of computer system, mainly over a network, such 

as the internet. One of the main challenging part is to 

maintain the security of large-scale high-speed networks 

(LSHSN) is the detection of intrusions in network traffic [1].  

 

A vulnerable network must provide the following:  

• Data privacy:  Data that is being transferred through the 

network should be accessible only to those that have been 

properly authorized. 

• Data integrity:  Data should preserve their integrity from 
the moment they are transmitted to the moment they are truly 

received. No fraud or data loss is recognized either from 

random events or malicious activity.  

• Data accessibility: The network should be robust to Denial 

of Service attacks. 

Attack detection system (ADS) can be classified into two 

broad categories [2]: Misuse Detection and anomaly 

Detection. 

Misuse/Signature Detection: - The system learns patterns of 

already known attacks. These well-read patterns search 

through the received data to find intrusions of the previously 
known types. This method is not talented in detecting new 

attacks that do not follow pre-defined patterns. 

Anomaly Detection: - Here patterns are learned from normal 

data. The unseen data are checked and searched to find 

deviations from these learned patterns. These deviations are 

„anomalies‟ or possible intrusions. This method is not 

capable of identifying the type of attack. 

To understand the key ideas behind the above two 

approaches of IDS let us take an example considers a 

security guard present at an entrance who is responsible for 

allowing only valid persons to pass through the gate. One 

approach that the guard may follow would be to maintain a 
database of photographs of well-known culprits who should 

not be allowed entry. The guard can then check each 

incoming person with the database and find out if the person 

is one of those culprits. If so, the guard prevents the culprit 

from passing through the entrance. The problem here is that 

a culprit whose photograph is not in the database will be 

permitted entry. This method corresponds to the Misuse 

Detection approach. 

Another approach that the guard may follow is to maintain a 

database of photographs of all the valid persons to be 

allowed entry. The guard allows entry to the entering person, 
only if his picture is stored in the database. This way, all 

persons whose photographs are not found in the database are 

identified as culprits and not permitted entry. This approach 

corresponds to the Anomaly detection method. 

Data mining from anomaly detection point of view is the 

search of malicious (in case of misuse detection) activity 

patterns or normal activity patterns (in the case of anomaly 

detection) from the large amount of data traveling through 

the network or stored in system logs. One of the important 

steps in the data mining is to describe the data by 
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summarizing its statistical attributes. The selection of the 

useful attributes holds the key to the success of the data 

mining system. This selection is done at the pre-processing 

stage of any data mining process. The use of extra features or 
using fewer features may drive the data mining system in a 

wrong way.  

Data mining is used to classify attack because of following 

reasons 

data mining is used to solve network attack problem because 

of the following reasons [14-16]: 

 Data mining algorithm can handle large volumes of 

data. 

 Data mining can effectively find unseen information 

from huge volumes of data. 

Data mining algorithms are used to implement data 
summarization and visualization that help the security 

analysis in several research areas [17]. 

In this paper, dimensionality reduction of data set is 

performed on the basis of their gain values and proposed 

methods are tested using kddcup99 data set. The KDD 99 

intrusion detection datasets are based on the 1998 DARPA 

initiative, which provides designers of intrusion detection 

systems (IDS) with a benchmark on which to evaluate 

different methodologies [12-13].  An optimization technique 

is also used to improve the detection rate and reduce false 

positive rate during training and testing of data set.  

The remainder of this paper is organized as follows. The next 
section deliberated related work. Section 3 describes  

proposed algorithm in detail. An implementation and 

evaluation is described in Section 4. The conclusion is in 

Section 5.  

 

II. RELATED WORK 

In the following we summarize some of the recent research 

works in the area of intrusion detection Ming Xue and 

changjun Zhu [3] give the idea of a data mining algorithm for 

intrusion detection. They researched and give two key 

algorithms namely the pattern comparison and clustering 
algorithm. In pattern comparison, they first collect a normal 

behaviour pattern under association rules then they 

differentiate normal behaviour and intrusion behaviour. The 

basic idea of clustering analysis creates in the difference 

between intrusion and normal pattern and in the fact that the 

number of normal patterns should exceed that of intrusion 

pattern, so that apply data sets into different categories and 

detect intrusion by distinguishes normal and abnormal 

behaviours. These techniques suggested was good but some 

points like correct rate of intrusion detection, control the rate 

of false alarm in intrusion detection provide me the 

redirection for searching effective data mining algorithm. 
Mohammadreza Ektefa et al. [4] use C4.5 and SVM (support 

vector machine) for detecting attacks. They calculate the 

detection rate (percentage of detecting attacks among all 

attack data) and false alarm rate (percentage of normal data 

which is wrongly recognized as an attack) and compare both 

algorithm result and find C4.5 has better performance than 

SVM in both detection and false alarm rate. The data used by 

the author is KDD cup99 dataset. The first stage is pre-

processing. Data in this phase partition into training and 

testing. In the next step, they applied C4.5 and SVM on the 

training dataset in order to build and train the models. 

Finally, trained models are examined on the testing dataset to 
see the efficiency of them. In future authors will be 

examined more powerful techniques for detecting attacks in 

the network. Furthermore, data mining techniques can be 

applied in order to improve the quality of data. 

Shu Wu and Shengrui Wang [5] discuss about outlier 

detection can usually considered as pre-processing for 

discovery new or rare attacks. Authors are investigating 

outlier detection for categorical data sets. In this paper author 

proposed optimization model of attack detection via a new 

concept of hole entropy. They proposed two parameters 

named ITB-SS and ITB-SP. Experimental result shows that 

these parameters are more effective and efficient than 
mainstream methods and can be used with large and high 

dimensional data sets where existing algorithms fail. They 

apply the greedy approach to develop two efficient 

algorithms, ITB-SS and ITB-SP, which provide practical 

solutions to the optimization problem for outlier detection. 

They also estimate an upper bound for the number of outliers 

and an anomaly candidate set. This bound, obtained under a 

very reasonable hypothesis on the number of possible 

outliers, allows us to further reduce the search cost. The 

proposed algorithms have been evaluated on real and 

synthetic data sets, and compared with different mainstream 
algorithms. 

Ashish Kumar et al. [6] says that effect of internet in our 

daily life is increased day by day. Security becomes major 

problem within and outside the organizations. They also 

discuss about the common steps that organizations take to 

secure their computers. Different types of attacks are 

increasing rapidly.  

Yuh-Jye Lee et al.[10] discuss about intrusion or credit card 

fraud detection that require an effective and efficient 

framework to identify deviated data instances. They propose 

an online oversampling principal component analysis 
(osPCA) algorithm to solve detecting the presence of 

intrusion from a huge amount of data via an online updating 

technique.  

A.M. Chandrasekhar and K. Raghuveer [11] says that the 

intrusion detection is one of the software to resolve the 

problem of network security. They discuss many researchers 

are using data mining techniques to build intrusion detection 

system. They propose a new approach by using neuro fuzzy 

and support vector machine. They use K-mean clustering to 

generate training various subsets to trained neuro fuzzy 

models and SVM classification is used. After that they used 

radial SVM to detect intrusions. They used KDDCUP99 data 
sets. 

Previous research has been carried out with many Intrusion 

detection methods for detecting various types of attack 

categories. Each Algorithm is giving the different result with 

the some parameters like false alarm rate, detection rate, 

accuracy, precision, and recall, f-measure of all attacks and 

overall accuracy of complete method.  
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III. PROPOSED WORK 

In this paper we have proposed a methodology in which 

feature selection is performed using information gain, 

classification is done using entropy. Decision tree algorithm a 
C4.5 is used to optimize the result of attack class. The 

proposed model is described below. 

 
Fig.1 Proposed Model 

Following are the steps used in proposed methodology. 

Step 1 Select data set with 20000 instances from 10%     

           Kddcup99 dataset. Convert this dataset into Attribute-   

           Relation File Format (arff) and csv.. 

Step 2 apply Information gain for feature selection. Steps are     

           given below 

Calculate estimated information required to categorize a 

given instance  
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Step 4 Optimization is performed by applying C4.5    

           Algorithm 

Step 5.Calculate the performance metrics. 

 

IV. IMPLEMENTATION AND EVALUATION 

To investigate the effectiveness of the proposed model for 

attack detection. We perform some experimental task, all 

these tasks perform in weka tool and well famous intrusion 

data set kddcup99 provided by DARPA agency. To evaluate 
the effectiveness of both the classification algorithm over the 

DARPA test data, it describes the results using Detection 

Rate (DR), False Positive Rate (FPR), and Accuracy (ACC). 

Each metric is defined below. 

Detection of attack can be measured by following metrics: 

 False positive (FP): it is the total no of attack 

detected but they are normal. 

 False negative (FN): it is the total no of normal 

instances detected but they are actually attack 
instances. 

 True positive (TP): it is the total no of attack 

instances detected and they are actually attack 

instances. 

 True negative (TN): it is the total no of normal 

instances detected and they are actually normal 

instances. 

Detection Rate (DR): Detection rate is the ratio of correctly 

classified intrusive examples to the total number of intrusive 

examples. 
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False Positive Rate (FPR): False positive rate is the ratio of 

incorrectly classified normal examples (false alarms) to the 

total number of normal examples. 
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Accuracy (ACC): Accuracy is the ratio of correctly classified 

examples to the total number of classified examples. 
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Recall: - what percentage of the positive cases did you catch? 
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Precision:-what percentage of positive predictions was 

correct? 
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TABLE I: DETECTION RATE COMPARISONS OF 

DIFFERENT ATTACKS THROUGH C4.5 AND 

PROPOSED METHODOLOGY 

Test Set Metrics Classifier 

SVM C4.5 Proposed 

Methodology 

 

Attribute 

Set 

DR 99.12 99.70 99.70 

FAR 0.00015 0.00045 0.0038 

Run 

Time(Sec) 

39.28 4.48 0.92 

ACC 99.69 99.87 99.875 

TP 0.997 0.998 0.999 

FP 0.005 0.001 0.001 

 
Fig 1.1 [Comparison of detection rate with proposed model ] 
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Fig 1.2 [Comparison of run time and accuracy with 

proposed model] 

Our experiment shows the promising result as compare with 

earlier approaches. 

 

V. CONCLUSION 

In this paper, an algorithm based on the Decision Tree 

Classification for analysing program behaviour in intrusion 

detection is evaluated by experiments. The our method is 
used for improvement of detection rate. The test data contain 

4 kinds of different attacks in addition to normal system call. 

This proposed methodology in Comparison to other 

classifiers has found it to be comparable in some domains. 

To improve the usability of the IDS, we can use supervised 

and unsupervised learning algorithms. …………….Through 

which high dimensionality of the data set into lower 

dimension with most important attribute set. 
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