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ABSTRACT: Before designing any circuits our main aim is 

to consider the trade-off parameters i, e power, speed and 

area. Everyday there is an increase in the number of users 

of mobile wireless services which demands high data 

transmission rates. The one of the wireless communication 

standard LTE (Long Term Evolution) currently offering 

300Mbps aims to achieve high data rate in terms of Gbps. 

But the coding technique adopted by LTE is turbo code 

which involves iterative decoding procedure that results in 

low decoding throughput. It is necessary to incorporate a 

decoder which uses minimum number of components and 

thus uses less area that helps in high coding gain. In this 

paper an efficient VLSI architecture has been proposed for 

turbo decoders that uses add-compare-select unit in the 

architecture. 
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I. INTRODUCTION 

As we have seen there is tremendous increase in the number 

of wireless communication users there is a need to satisfy the 
requirements of customers without partiality. It depends on 

the rate at which data is transmitted and delivered to the user. 

Hence it is a major challenge among network and broadband 

companies. Data delivery depends on the rate at which it is 

decoded. Currently the wireless communication is using 

Turbo codes as their coding scheme. At the decoder Log-

MAP algorithm is used which involves complex computation 

making VLSI implementation very difficult. In this paper we 

discuss how this complex computation can be reduced by 

implementing simple structures and thus reducing area which 

in turn increases area. 
 

II. TURBO DECODER 

Turbo decoder consists of parallel concatenation of two 

decoders that employ different types of decoder algorithms. 

One such algorithm is maximum a posteriori (MAP) 

algorithm. There are different versions of these algorithm. 

The area and power consumed by the decoder varies based 

on the algorithm used. The decoder structure is shown figure 

1. The output of encoder is fed into communication channel 

as shown in figure. In the channel the data gets corrupted due 

to disturbance and hence noise gets added. The noisy data is 

fed into decoder. The noisy data first enters input buffer from 
which the same data is distributed among two decoders and 

the selection of which decoder to operate is in the hands of 

control unit. The control unit starts the iteration by selecting 

the decoder 1. At the decoder the LLR value is calculated 

corresponding to each bit based on the algorithm used.  Once 

the operation completes it notifies the 

 

 

 

 
Fig 1: Turbo Decoder 

control unit about completion. Then the second decoder is 

started using data from input buffer and output of first 
decoder after passing through the interleaver. Similarly the 

output of second decoder after passing through the 

deinterleaver and data input from input buffer are the inputs 

for the decoder 1. During the iterations forward, backward 

and branch metrics are calculated. The output is taken from 

the deinterleaver after certain number of iterations. The final 

output will be a LLR value which will be decoded as 1 if 

negative and 0 if positive. 

 

III. PROPOSED METHODOLOGY 

The modified BCJR algorithm is called MAP algorithm. It 
has different forms like constant log MAP, max log MAP 

and Log MAP algorithm. The notations used are u is the 

input sequence, γ branch metric, β backward state metric, α 

forward state metric and sk state of encoder at time k. The 

log likelihood ratio is calculated as follows, 

 
The metrics used in this algorithm are as follows, 

 
Fig 2: Radix 2 trellis structure and partial radix 4 trellis 

structure 
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Where Xsk and Xpk are received soft inputs corresponding to 

systematic and parity bits of encoder, Lc and Le are channel 

reliability and extrinsic information bits. The main 

complexity arises due to calculation of α and β recursion 

units. Also we can note that it is not necessary to calculate 

every branch metric for all branches in ACS because few of 

them are same depending on the trellis structure. Based on 

previous metrics the new metrics are updated. One important 

thing to note is the processing speed can be further increased 

by N times by clubbing N stages of trellis into one higher 

order radix stage. Hence we are making use of radix 4 ACS 
unit built using two radix 2 ACS units.  

Using the below max operation for metrics calculation, 

 
Where f(A,B) is 

 
 Considering two nodes of trellis structure 

 
Rewriting the above equations as follows 

 
First values of  A & B are calculated using radix 2 and 

another radix 2 architecture is used to achieve βk-2(0) as 

shown in figure. Now we can observe that the distances 
between the input values A and C are equal, similarly for B 

and D. Hence the LUT and comparator units can be omitted 

for the calculation of C and D values. Thus leading to a novel 

architecture as shown in figure 3. This holds good for 

calculating other node values also. 

 

IV. RESULTS 

The verilog code for proposed turbo decoder is simulated 

using Modelsim SE 6.4C and synthesized using Xilinx 13.2 

tool. The summary shows that the area required is less 
compared previous architecture. Here we have considered 

viterbi decoder. 

 
Fig 3: Proposed radix 4 ACS architecture for two concurrent 

metrics computation 

 
Fig 4: Schematic of proposed turbo decoder 

 
Fig 5: RTL schematic of proposed ACS unit 



International Journal For Technological Research In Engineering 

Volume 3, Issue 9, May-2016                                                ISSN (Online): 2347 - 4718 

 
 

www.ijtre.com                        Copyright 2016.All rights reserved.                                                                          2282 
 

 
Fig 7: Simulation results of proposed turbo decoder 

 

V. CONCLUSION 

Turbo decoding is simulated in modelsim 6.4 and 

implemented Xilinx. An ACS unit is incorporated in the 

decoder along with only one comparator and LUT for 

calculation of two nodes values of trellis. Thus the usage of 

minimized number of components to decrease the area can be 
seen from the device utilization summary tabulated in table 1.

 
Fig 6: RTL schematic of proposed Turbo decoder 

 
Table 1: Comparsion of proposed and conventional turbo 

decoder 
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