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Abstract: Recommender systems are becoming an 

important part of any internet user. It is actively involved in 

finding relevant information. The users become an 

important part of the recommender system. In this paper, 

we present two of the approaches to recommend recipes 

based on user preferences for the application dataset. The 

two approaches used are the item based collaborative 

filtering approach and user based collaborative filtering 

approach. The similarity techniques used are the Log 

Likelihood and Tanimoto for item based and Pearson 

Correlation and Euclidean Distance for the user based 

approach respectively. Good recommendations are observed 

in case of the user based collaborative filtering approach 

than the item based collaborative filtering approach. 

Keywords: Recommender Systems; Item based collaborative 

filtering; User based collaborative filtering. 

 

I. INTRODUCTION 

Recommender systems are commonly used in e-commerce 

websites to recommend related items to the users using the 
websites. Recommender systems produce an ordered list of 

recommendation as per the user way of using the website. 

The main goal of a recommender system would be to provide 

the user with appropriate recommendations. 

Recommendation for movies on Netflix, followers on Twitter 

are real world examples of the way the recommender system 

are used. The design of a recommender system is domain 

specific. Recommender systems can be built for various 

domains making use of the content based approach or the 

collaborative filtering approach [1]. Even though it is domain 

specific the main thing is interactions of the users with the 
application or website. Collaborative filtering finds the 

similar users according to the preferences but content based 

approach finds the similar items based on the content present 

in the items. In this paper, we make use of collaborative 

filtering approach to make good recommendations for the 

users based on preferences in the form of ratings. The 

remainder of this paper is organized as follows.  In Section 2 

we give a brief description of related work. In Section 3, we 

discuss the methodology. In Section 4, the experiments and 

results are discussed. Conclusion is discussed in Section 5. 

 

II. RELATED WORKS 
Recommender systems are built for various domains like 

twitter followers [2], e-commerce [3] etc. Recommendations 

are made using either the collaborative filtering approach or 

the content based approach [4]. Collaborative filtering 

identifies the patterns of the different users and identifies 

similarities between them. In content based it is more of 

identifying the content present in the recommended items [5]. 

Both approaches can also be combined to make a hybrid  

 

recommender system [6]. To our knowledge there are 

relatively a very few attempts in the field of recipe 

recommendation based on the user preferences. 

 

III. METHODOLOGY 

Our application recommends recipes by making use of the 

Collaborative Filtering approach. Initially recommendations 

for various recipes are based on the main ingredients. The 

user selects the ingredients and according recommendations 
are made. Then if a user is interested in the initial set of 

recommendations, he would rate the recipes on the scale of 

five to one according his tastes. To identify the similar 

recipes we make use of Tanimoto Coefficient Similarity [7] 

[8] and Log Likelihood Similarity [9]. To identify similar 

users we make use of the Pearson Correaltion [10] and 

Euclidean Distance [11]. 

 

A. Item Based Recommendation 

Here, Item based recommendations are based by identifying 

similar recipes based on the main ingredients and also it 
considers the ratings given by the user, even though it 

doesn’t take into account the actual rating values. It 

considers only if a user has rated a recipe or not. It is based 

on recipe co-occurrences by the usres. The similarity values 

are used to obtain a ranked list of recommended recipes. To 

calculate the similarity, we make use of two similarity 

measures namely, Tanimoto Coefficient similarity and Log 

Likelihood similarity. Tanimoto Coefficient is an extended 

Jaccard coefficient. It is the number of recipes that two users 

express some preference for, divided by the number of 

recipes that either user expresses some preference for. The 
actual rating values do not matter, only their presence i.e. 1 

or absence i.e. 0, does. When two of the recipes overlap, the 

result is 1.0. When they do not have anything in common, it 

is 0.0. The value is never negative. 

Tanimoto coefficient [12] is given by: 

𝑇 𝑥, 𝑦 =  
𝑁𝑧

𝑁𝑥 + 𝑁𝑦 − 𝑁𝑧

 

Where, 

Nx - Number of customers who would rate item X 

Ny - Number of customers who would rate item Y 

Nz - Number of customers who would rate both items X&Y  

Log-likelihood-based similarity [13] is similar to the 

Tanimoto coefficient based similarity. Even Log Likelihood 

doesn’t take into account the value of the ratings. It is mainly 

based on the total number of recipes common between the 

two different users, but the value indicated is more of how 

unlikely it is for two unique users to be having so much 

overlap, given many recipes present and the number of 
recipes each of the user has rated for. To compute the score, 

let counts be the number of times the different events 
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occurred together (e_11), the number of times each of the 

events has occurred without the other event taking place 

(e_12 and e_21) and number of times neither of all of these 

events taken place (e_22). By having all these information 
Log-likelihood ratio would be computed as,  

LLR = 2 sum(e) (H(e) – H (row Sums (e) ) – H (col Sums(e) 

) ) 

 

B. User Based Recommendation 

User based recommendations are based on identifying how 

similar are two users by making use of the ratings given. To 

identify similar users we make use of Euclidean Distance and 

Pearson Correlation. The Euclidean Distance [14] would be 

computed as  

 𝑛 (1 + 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒)  

where n would be the number of dimensions.  n is chosen 

because randomly-chosen points have a distance that will 

grow as  n. 
Pearson correlation [15] for users X and Y is given as,  
 𝑋2: sum of the square of all X's rating values. 
 𝑌2: sum of the square of all Y's rating values. 
 𝑋𝑌: sum of the product of X and Y's rating value for all 

items for which both X and Y give a rating. 

The correlation is then 

 𝑋𝑌    𝑋2 ∗   𝑌2   

The correlation may be looked upon as the cosine of the 

angle between the two vectors identified by the users rating 

values. 

 

IV. EXPERIMENTS AND RESULTS 

For our work the recipe data as well as the user data in the 

form of ratings is obtained by making use of the developed 

application. There are about 20 users, 78 recipes with 208 

user preferences. We implemented the item based 

collaborative filtering approach making use of the ratings 

given by the users’ and using two similarity techniques 
namely Tanimoto Coefficient Similarity and Log Likelihood 

similarity. The performance of this approach is measured 

using the Recall measure based on main ingredients. The 

recall measure is defined as 

𝑅𝑒𝑐𝑎𝑙𝑙 =
|  relevant recipes ⋂ retrieved recipes |

| relevant recipes |
 

The results obtained for the recall measure was 2% using the 

Tanimoto similarity and 1% for Log Likelihood similarity. 

We implemented the user based collaborative filtering 

approach by making use of the ratings given by each of the 

users for the interested recipes. The results are in the form of 

ratings that would have been given by the users if a particular 

recipe would have been recommended. The performance is 
evaluated using the average absolute difference metric. It is 

given as  
𝐴𝐴𝐷

=  
 (𝐷𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑐𝑒 𝑏𝑒𝑡𝑤𝑒𝑒𝑛 𝑎𝑐𝑡𝑢𝑎𝑙 𝑎𝑛𝑑 𝑒𝑠𝑡𝑖𝑚𝑎𝑡𝑒𝑑 𝑟𝑎𝑡𝑖𝑛𝑔𝑠)𝑛

𝑖=0

𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑟𝑒𝑐𝑖𝑝𝑒 𝑟𝑎𝑡𝑒𝑑
 

The best results for our dataset were obtained when we used 

Euclidean Distance similarity metric. The difference between 

the actual ratings and the estimated ratings was about 1.1666 

which is very reasonable in the case of making good 

recommendations. The performance was better by making 

use of the user based approach rather than the item based 

approach. Even though the running time was better in case of 
item based approach, better recommendations were made 

and also the performance was better in the case of user based 

approach. 

 

V. CONCLUSION 

In this paper, we implement two approaches for 

recommending recipes based on user ratings for the 

interested recipes. Recommendations are made quicker in 

item based collaborative approach. But appropriate 

recommendations are made in case of user based 

collaborative approach. Results of the user based 

collaborative approach are found to be better than the item 
based collaborative approach. This approach can be 

combined with a content based approach to obtain a hybrid 

approach and can be applied in various fields accordingly. 
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