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Abstract: In the health care sector, large data collected every day and stored in databases to perform medical research and experiments. The challenge in health care sector is that for the same patient different doctors may diagnose in a different way. To overcome the challenges in healthcare sectors, automated classification tools are used to diagnose the disease accurately and efficiently and it may also reduce the time and burden on doctors. In this paper we analyze and compare the behaviour of five different classification algorithms namely Naive Bayes classifier, Decision tree algorithm, AdaBoost algorithm, K means clustering and Support Vector Machines on the given medical data sets. The datasets used for this work is an open source gathered from uci machine learning repository. The algorithms performance are measured based on eight criteria: Sensitivity, specificity, false positive rate, positive predictor value, negative predictor value, false discovery rate, accuracy and error rate.

Index Terms: AdaBoost algorithm, Naive bayes classifier, Support Vector Machine, Decision Tree, K means clustering.

I. INTRODUCTION

The vast amounts of data generated by healthcare industry are too complex to analyze by means of existing methods. When data mining is applied to the medical sector useful information can get extracted easily for further knowledge discoveries. With the help of data mining, information can be retrieved easily even for large datasets. Classification process is a tree based structure comes under data mining concept. Because of using various classification algorithms in data mining, disease can be predicted easily. In this paper the performance of five classification algorithms namely Naive Bayes Classifier (NBC), Support Vector Machines(SVM), Decision Tree, K means clustering AdaBoost are analyzed. The datasets considered for the project was pimaindians diabetes, breast cancer Wisconsin (original), Bupa liver disorder, statlog (heart) dataset. The datasets used for this project are open source gathered uci machine learning repository. The performance of algorithms are measured based on eight criteria namely sensitivity, specificity, false positiverate, positive predictor value, negative predictor value, false discovery rate, accuracy and error rate.

II. RELATED WORK

In the works of Menaka et al., [1] paper keywords are extracted from documents Using TF-IDF and WordNet. TF-IDF algorithms are used to select the candidate words and WordNet is a lexical database of English which is used to find similarity among the candidate words. The highest similarity in the words is taken as keywords. The selected classification algorithms used for their paper are Naive Bayes, Decision tree and K-Nearest Neighbour (KNN) algorithms and its performance are analyzed. Based on the performance criteria it is found that decision tree algorithm gives the better accuracy for text classification among other algorithms. Day by day patient with liver disease increasing extraordinarily due to the excessive alcohol, inhale of harmful gases, intake of contaminated food, pickles and drugs. Bendi Venkata Ramana et al., [2] paper evaluates the selected classification algorithms for the liver patient datasets. The selected classification algorithms used for their project to check the liver disease in patient are Naive Bayes classifier, C4.5, Back propagation Neural Network algorithm, and Support Vector Machines. These algorithms are measured based on sensitivity, specificity, accuracy and precision. Gupta et al., [3] have used four classification algorithms namely J48, Random Forest (RF), Reduce Error Pruning (REP) and Logistic Model Tree (LMT) to classify the “WEATHER NOMINAL” open source Data Set. Waikato Environment for Knowledge Analysis (WEKA) has been used in their paper for evaluating the performance of classification algorithms and they found that Random Forest algorithms classify the given data set better than the other algorithms. The performance of classifier algorithms is experimented for 5-fold cross validation test. In the works of Nilakshi et al., [4] Heart Disease Prediction System is developed using Neural Network and Genetic Algorithms. Prediction system calculates the number of hidden nodes for neural network which train the network with proper selection of neural network architecture and uses the global optimization of genetic algorithms for initialization of neural network. Based on experimented result it is found that genetic neural approach predicts the heart disease up to 98% accuracy. Mukesh kumari et al., [5] have used Bayesian Network classifier to predict the persons are having chance for diabetes. The dataset used was collected from a hospital, which tells about the diabetes information about the particular patient. Weka tool is used for the experiment and analysis. Bayesian network classifier algorithms is applied on the dataset of persons collected from hospital. Results have been obtained. Prediction of dermatological disease is very difficult. Because of the number of diseases presentation. Manjusha et al., [6] have proposed a system which allows obtaining data patterns with the help of Naive Bayesian theorem. The data experimented for this project was gathered from tertiary health care centers which survey the people from various areas of Kottayam and Alappuzha.
Kerala, India. Naive Bayesian algorithms betray the chances of different dermatological disease and also finds out the percentage of occurrence of each disease. Vijayarani et al., [7] have used classification algorithms to check the presence of liver diseases in patients. Naive Bayes and support vector machine (SVM) are the two classification algorithms used in their paper to check for the occurrence of liver diseases. Accuracy and execution time are the two performance factors used in their paper to measure the effectiveness of algorithms. From the evaluated results it is found that the SVM is a better classifier when compared to Naive Bayes for predicting the liver diseases.

III. METHODOLOGY
Figure 1 shows the comparison of five different classification algorithms on the given medical datasets. Comparisons are done based on the performance factors such as sensitivity, specificity, false positive rate, true positive rate, true negative rate, false negative rate, accuracy and error rate. Based on performance result, system will predict the best algorithm to classify the given data.

1. Decision Tree
Decision tree most commonly used in data mining. Decision tree can be applied to enormous amount of data. Decision tree is a flow chart like structure that includes a root node, branches, and leaf nodes. Each root node denotes a test on an attribute and it located at the top of the tree. Each branch denotes the outcome of a test and it located in the middle of the tree. Each leaf node holds a class label and is located at the end. Pruning is the process performed in decision tree in order to remove anomalies in the training data due to noise or outliers. Two approaches involved in tree pruning. Pre pruning is a process stopping its construction early whereas post pruning removes a sub tree from fully grown tree.

2. ADABOOST
AdaBoost name comes from "Adaptive Boosting", and it is one of the popular machine learning algorithms. It can be used in association with many other types of learning algorithms to improve their ability. The output of the other learning algorithms ('weak learners') is combined into a weighted sum that represents the final outcome of the boosted classifier. AdaBoost is an algorithm for constructing strong classifier from the given weak learners. AdaBoost is adaptive because of subsequent weak learners are tweaked in favour of those instances misclassified by previous classifiers. AdaBoost is sensory to noisy data and outliers. In some problems it can be less vulnerable to the overfitting problem than other learning algorithms.

3. Support Vector Machine
Support vector machine are supervised learning models that constructs a hyper plane in a high-dimensional space, which can be used to analyze data for classification, regression analysis and outliers. A good separation is achieved by the hyper plane that separates the objects into respective groups. The advantages of support vector machines are:
   • When number of dimensions is greater than the number of samples it is very effective.
   • Because of using subset of training points in the decision function (called support vectors), it is said to be memory efficient.
   
   The disadvantages of support vector machines are:
   • When number of features is greater than the number of samples, the method is expected to give poor performances.
   • Instead of using probability estimates, it uses an expensive five-fold cross-validation.

4. K means clustering algorithm
k-means clustering is a method of vector quantization, came originally from signal processing, it is a popular algorithm for doing cluster analysis in mining. Clustering is the process of partitioning a group of data points into a small number of clusters. K-means is one of the simplest unsupervised learning algorithms that solve the well-known clustering problem. The procedure follows a simple and easy way to classify a given data set through a certain number of clusters fixed a priori. The following are the steps involved in k means clustering:
   • Cluster the data into k groups where k is predefined.
   • Select k points at random as cluster centers
   • Assign objects to the closest cluster center according to the Euclidean distance function.
   • Calculate centroid or mean of all objects in each cluster
   • Repeat steps two, three and four until the same points are assigned to each cluster in consecutive round.

5. Naive Bayes classification algorithm
In machine learning technique naive Bayes classifiers is a family of simple probabilistic classifiers based on applying Bayes theorem with strong independence assumptions between the features. Naive Bayes is a conditional probability model given a problem instance to be classified, Represented by a vector \( x = (x_1, ..., x_n) \) representing some n features(independent variables), it assigns to these instance probabilities

\[
p(C_k | x_1, ..., x_n) \tag{1}
\]

For each of K possible outcomes or class
The above formula is not convenient when number of features is large. To make it amenable using Bayes theorem
the above formula can be decomposed as

\[ P(C_k/X) = \frac{P(C_k) P(X/C_k)}{P(X)} \]  

(2)

To make it understandable the above formula can be written as

\[ \text{posterior} = \frac{\text{prior} \times \text{likelihood}}{\text{evidence}} \]  

(3)

The following are the application of Naive Bayes algorithms
- Real time Prediction: Naive Bayes can make prediction in real time.
- Multi class Prediction: It can even suitable for predict the probability of multiple classes of target variable.
- Text classification/ Spam Filtering/ Sentiment Analysis: Naive Bayes classifiers mostly used in text classification have higher success rate as compared to other algorithms. As a result, it is widely used in Spam filtering (identify spam e-mail) and Sentiment Analysis (in social media analysis, to identify positive and negative customer sentiments)

IV. DATA SETS DESCRIPTION

The detailed description of four datasets are given below
1. Pima Indians diabetes Dataset The data was collected from a population of women who were at least 21 years old, of Pima Indian Heritage and living near Phoenix, Arizona, who were tested for diabetes according to World Health Organization criteria. The data were collected by the US National Institute of Diabetes and Digestive and Kidney Diseases. The detailed description of pimaindians diabetes dataset available in uci machine learning repository [8]. The data consists of 768 observations on 9 variables. The attributes for the pimaindians diabetes dataset are given below
1) Number of times pregnant
2) Plasma glucose concentration a 2 hours in and oral glucose tolerance test
3) Diastolic blood pressure (mm Hg)
4) Triceps skin fold thickness (mm)
5) 2-hour serum insulin (mu U/ml)
6) Body mass index (weight in kg/ (height in m)^2)
7) Diabetes pedigree function
8) Age (years)
9) Class variable (0 or 1)

2. Wisconsin Breast Cancer Dataset Breast Cancer Wisconsin (Original) Data Set was obtained from the University of Wisconsin Hospitals, Madison from Dr. William H. Wolberg. The detailed description of this dataset available in uci machine learning site [9]. There are 699 observations in the data and eleven attributes including class attribute. Class attribute has one of 2 possible classes: benign or malignant.

The attributes of breast cancer dataset are
1. Sample code number - Id
2. Clump thickness - 1-10
3. Uniformity of cell size - 1-10
4. Uniformity of cell shape - 1-10
5. Marginal adhesion - 1-10
6. Single epithelial cell size- 1-10
7. Bland chromatin - 1-10
8. Normal nucleoli - 1-10
9. Mitoses - 1-10
10. Class - 1 for benign and 2 for malignant

3. BUPA liver disorders Dataset
The data was gathered from BUPA Medical Research Ltd. The dataset contains 345 instances on 7 variables including class attribute. Four duplicate values were removed in the dataset by data cleaning. The first 5 variables are all blood tests which are thought to be sensitive to liver disorders that might arise from excessive alcohol consumption. Each line in the Bupa. Data file constitutes the record of a single male individual. The detailed description of this dataset available in uci machine learning [10].

The attributes of the liver disorders datasets are given below
1. mcv mean corpuscular volume
2. alkphos alkaline phosphatase
3. sgot alanine minotransferase
4. got aspartate inotransferase
5. gammgt gamma glutamyl transeptidase
6. drinks Number of alcoholic beverages drunk per day.

4. Heart (statlog) dataset
This dataset consists of 270 instances and 14 attributes including class attribute. The detailed description of this dataset available in uci machine learning repository [11]. The attribute information of Statlog (Heart) Data Set are given below.
Attribute Information:
1. age
2. sex
3. chest pain type (4 values)
4. resting blood pressure
5. serum cholesterol in mg/dl
6. fasting blood sugar > 120 mg/dl
7. resting electrocardiographic results (values 0,1,2)
8. maximum heart rate achieved
9. exercise induced angina
10. oldpeak = ST depression induced by exercise relative to rest
4. the slope of the peak exercise ST segment
5. number of major vessels (0-3) colored by fluoroscopy
6. thal: 3 = normal; 6 = fixed defect; 7 = reversible defect
7. Class-Absence (1) or presence (2) of heart disease.

V. RESULTS AND DISCUSSION

Performance of selected classification algorithms were experimented with four datasets such as pimaindians
diabetes, breast cancer Wisconsin(original), statlog (heart data set) and Bupa liver disorders datasets. The four datasets are open sourced gathered from uci machine learning site. In each and every algorithm we have noticed the parameters sensitivity, specificity, false positive rate, positive predictor value, negative predictor value, false discovery rate, accuracy and error rate. The parameters illustrated as follows

Sensitivity-It is used to measure the performance of true positive rate

\[ \text{sensitivity} = \frac{TP}{TP + FN} \]

Specificity-It is used to measure the performance of true negative rate

\[ \text{specificity} = \frac{TN}{TN + FN} \]

False positive rate- It is the ratio of individual who incorrectly received a positive test result

\[ \text{False positive rate} = \frac{FP}{FP + TN} \]

Positive predictor value- If the test result is positive what is the probability that the patient actually has the disease

\[ \text{Positive predicted value} = \frac{TP}{TP + FP} \]

Negative predictor value-If the test result is negative what is the probability that the patient does not have the disease

\[ \text{Negative predicted value} = \frac{TN}{TN + FN} \]

False discovery rate- It is a way of conceptualizing the rate of type I errors in null hypothesis testing when conducting multiple comparisons

\[ \text{False discovery rate} = \frac{FP}{FP + TN} \]

Accuracy-It is defined as the ratio of correctly classified instances to total number of instances

\[ \text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN} \]

Error rate- It is the number of bit errors per unit time. It can be calculated with the help of accuracy as shown below

\[ \text{Error rate} = 1 - \text{accuracy} \]

Big data analytics has helped health care improve by providing personalized medicine and prescriptive analytics, clinical risk intervention and predictive analytics, waste and care variability reduction, automated external and internal reporting of patient data, standardized medical terms and patient registries and fragmented point solution. Efficiently handling large volumes of medical imaging data and extracting potentially useful information and biomarkers.

Table 1: Performance measures of Pima Indians diabetes dataset

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>False positive rate</th>
<th>False predictor value</th>
<th>True positive rate</th>
<th>True negative rate</th>
<th>Accuracy</th>
<th>Error rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pima</td>
<td>0.742685</td>
<td>0.804512</td>
<td>0.257313</td>
<td>0.847896</td>
<td>0.792509</td>
<td>0.847896</td>
<td>0.847896</td>
<td>0.152104</td>
</tr>
<tr>
<td>Naive Bayes</td>
<td>0.747226</td>
<td>0.804512</td>
<td>0.257313</td>
<td>0.847896</td>
<td>0.792509</td>
<td>0.847896</td>
<td>0.847896</td>
<td>0.152104</td>
</tr>
<tr>
<td>Decision tree</td>
<td>0.742685</td>
<td>0.804512</td>
<td>0.257313</td>
<td>0.847896</td>
<td>0.792509</td>
<td>0.847896</td>
<td>0.847896</td>
<td>0.152104</td>
</tr>
<tr>
<td>Naive Bayes</td>
<td>0.747226</td>
<td>0.804512</td>
<td>0.257313</td>
<td>0.847896</td>
<td>0.792509</td>
<td>0.847896</td>
<td>0.847896</td>
<td>0.152104</td>
</tr>
</tbody>
</table>

Table 2: Performance measures of breast cancer Wisconsin (original dataset)

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>False positive rate</th>
<th>False predictor value</th>
<th>True positive rate</th>
<th>True negative rate</th>
<th>Accuracy</th>
<th>Error rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pima</td>
<td>0.742685</td>
<td>0.804512</td>
<td>0.257313</td>
<td>0.847896</td>
<td>0.792509</td>
<td>0.847896</td>
<td>0.847896</td>
<td>0.152104</td>
</tr>
<tr>
<td>Naive Bayes</td>
<td>0.747226</td>
<td>0.804512</td>
<td>0.257313</td>
<td>0.847896</td>
<td>0.792509</td>
<td>0.847896</td>
<td>0.847896</td>
<td>0.152104</td>
</tr>
<tr>
<td>Decision tree</td>
<td>0.742685</td>
<td>0.804512</td>
<td>0.257313</td>
<td>0.847896</td>
<td>0.792509</td>
<td>0.847896</td>
<td>0.847896</td>
<td>0.152104</td>
</tr>
<tr>
<td>Naive Bayes</td>
<td>0.747226</td>
<td>0.804512</td>
<td>0.257313</td>
<td>0.847896</td>
<td>0.792509</td>
<td>0.847896</td>
<td>0.847896</td>
<td>0.152104</td>
</tr>
</tbody>
</table>

Table 3: Performance measures of Bupa liver disorder dataset

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>False positive rate</th>
<th>False predictor value</th>
<th>True positive rate</th>
<th>True negative rate</th>
<th>Accuracy</th>
<th>Error rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pima</td>
<td>0.742685</td>
<td>0.804512</td>
<td>0.257313</td>
<td>0.847896</td>
<td>0.792509</td>
<td>0.847896</td>
<td>0.847896</td>
<td>0.152104</td>
</tr>
<tr>
<td>Naive Bayes</td>
<td>0.747226</td>
<td>0.804512</td>
<td>0.257313</td>
<td>0.847896</td>
<td>0.792509</td>
<td>0.847896</td>
<td>0.847896</td>
<td>0.152104</td>
</tr>
<tr>
<td>Decision tree</td>
<td>0.742685</td>
<td>0.804512</td>
<td>0.257313</td>
<td>0.847896</td>
<td>0.792509</td>
<td>0.847896</td>
<td>0.847896</td>
<td>0.152104</td>
</tr>
<tr>
<td>Naive Bayes</td>
<td>0.747226</td>
<td>0.804512</td>
<td>0.257313</td>
<td>0.847896</td>
<td>0.792509</td>
<td>0.847896</td>
<td>0.847896</td>
<td>0.152104</td>
</tr>
</tbody>
</table>

Table 4: Performance measures of statlog (heart)dataset

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>False positive rate</th>
<th>False predictor value</th>
<th>True positive rate</th>
<th>True negative rate</th>
<th>Accuracy</th>
<th>Error rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pima</td>
<td>0.742685</td>
<td>0.804512</td>
<td>0.257313</td>
<td>0.847896</td>
<td>0.792509</td>
<td>0.847896</td>
<td>0.847896</td>
<td>0.152104</td>
</tr>
<tr>
<td>Naive Bayes</td>
<td>0.747226</td>
<td>0.804512</td>
<td>0.257313</td>
<td>0.847896</td>
<td>0.792509</td>
<td>0.847896</td>
<td>0.847896</td>
<td>0.152104</td>
</tr>
<tr>
<td>Decision tree</td>
<td>0.742685</td>
<td>0.804512</td>
<td>0.257313</td>
<td>0.847896</td>
<td>0.792509</td>
<td>0.847896</td>
<td>0.847896</td>
<td>0.152104</td>
</tr>
<tr>
<td>Naive Bayes</td>
<td>0.747226</td>
<td>0.804512</td>
<td>0.257313</td>
<td>0.847896</td>
<td>0.792509</td>
<td>0.847896</td>
<td>0.847896</td>
<td>0.152104</td>
</tr>
</tbody>
</table>

Figure 2: Visualization graph

Figure 3: Visualization graph
In this paper, the results are analyzed with various classification algorithms on the given medical datasets. This work is implemented in R tool 3.2.2 version. Figure 2 represents the performance measures of classification algorithms on pimaindiansdiabetes dataset. An evaluated result shows the performance of adaboost is better than other algorithms. Figure 3 represents performance measures of classification algorithms on breast cancer Wisconsin(original) dataset. An evaluated result shows the performance of adaboost is better than other algorithms. Figure 4 represents performance measures of classification algorithms on Bupa liver disorder dataset. An evaluated result shows the performance of adaboost is better than other algorithms. Figure 5 represents performance measures of classification algorithms on statlog (heart) dataset. An evaluated result shows the performance of svm is better than other algorithms.

VI. CONCLUSION AND FUTURE WORK
In this paper we have used R tool for analysis and Performed comparison of selected classification algorithms. After the comparative analysis we examined that adaboost algorithms is more accurate and has less error rate. In our paper we also represented graphically and finally concluded that adaboost is best among the all other algorithms. Our interface also provides the user the choice of selecting suitable prediction algorithm. More similar studies on different data set for machine learning approach is needed to confirm the above finding.
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