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Abstract: The objective of the work is to initialize data 

aggregation using two aggregators in a data center 

network, where the resource racks are permitted to come 

apart with their data and propel to the aggregators using 

multiple paths. It is to show that the problem of discovery of 

topology that minimizes aggregation time is NP-hard for k 

= 2 where k is the maximum degree of each ToR switch 

(number of uplinks in a top-of-rack switch) in the data 

center. Experimental results show that, for k = 2, our 

topology optimization algorithm reduces the aggregation 

time by as much as 73.32% and reduces total network 

traffic by as much as 89.5% relative to the torus heuristic, 

proposed in which readily proves the significant 

improvement in performance achieved by the proposed 

algorithm. 
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I. INTRODUCTION 

Thousands of server racks are interconnected via top-of-rack 

(ToR) switches to build a large data center network. Many 

big data applications require these racks to transfer data to a 

specific set of racks called aggregators in the data center. 

With different applications, the set of aggregators and the 

amount of data generated in each server rack change. Hence, 

using a fixed topology for the data center network may not 

work well for all applications. Moreover, the time required to 

configure the network topology to the desired one is small 

compared to the time required to run the application. For 

example, in big data applications that employ the MapReduce 

paradigm, the reconfiguration time is orders of magnitude 

lower than the time required to aggregate data from the 

mappers to the reducers. Software defined networking (SDN) 

may be used to dynamically reconfigure the data center 

network to improve the performance of big-data applications. 

Given the distribution of data on the source racks, we 

concentrate on the problem of constructing tree topologies 

that minimize the aggregation time, with the degree of each 

node (an aggregator or source rack) constrained by the 

maximum degree of a ToR switch (k, k 2) in the data center 

network. Please note that k is the number of uplinks in a ToR 

switch, current commercial ToR switches have k 10 [1]. The 

problem with one aggregator has already been investigated 

by us in [2], [3], [4]. As a first step towards generalizing the 

problem to multi-aggregator topologies, we focus on the 

problem with two aggregators in this paper. Wang et al.  have 

observed that the aggregation time in many big-data 

applications is a dominant component The main contributions 

of this paper are  TANTOS is NP-hard for k = 2. 

 

II. RELATED WORK 

This paper focuses on the two aggregator variant of the 

problem addressed by us in [3], [4]. In [3], [4], we have 

examined the single-aggregator network topology 

optimization with splitting (SANTOS) problem. 

Consequently, much of the related-work section of [3], [4] 

has been reproduced here and we have added in a summary 

of the new results obtained by us in [3], [4]. 

Multi-path data aggregation has been studied by many 

researchers in the past to seek better performance. Previous 

work includes research by Rao et al. [8], Xue et al. [9] 

among others. Rao et al. [8] have worked on providing 

transmission time guarantees in sending a message of finite 

length and obtaining a threshold on the maximum time 

difference between two out of order packets of a sequential 

message, transmitted at constant rate, from a source to a 

destination in a com-puter network. Xue [9] presents a 

polynomial time algorithm for computing an optimal multi-

path end-to-end routing to transmit a given message while 

the previously published path-based algorithm for this 

problem is sub-optimal. However our problem TANTOS is 

markedly different from these, because TANTOS is defined 

on a data-center network, where the topology is constrained 

by the maximum degree of each ToR switch (k). 

 

III. TANTOS IS NP-HARD WHEN k = 2 

We observe that when k = 2, the aggregation tree U1 (U2) 

consists of the aggregator A1 (A2) as root plus at most two 

sub trees each of which is a chain. So, U1 and U2, each have 

at most 2 leaves. Further, each intermediate node of a sub 

tree chain requires 2 links while each leaf requires 1 link. 

Since each rack of C has to be in both U1 and U2, each rack 

of C can be assigned only 1 link in each tree and hence must 

be a leaf in both trees. Consequently, U1 (U2) can 

accommodate at most 2 racks from C. Hence, when jCj > 2, 

data aggregation is not possible using a single pair of trees U1 

and U2. Instead, we must do some of the aggregation using 

one pair of trees and the rest using another. For example, we 

could do the aggregation for A1 using a single tree assigning 

2 links in U1 for every rack in C and then do aggregation for 

A2 using another tree U2 in which all racks of C are assigned 

2 links each. We note that some racks will use only 1 of the 2 

links assigned to them. Since our TANTOS model requires 

the use for a single pair of trees to concurrently aggregate for 

both A1 and A2, data aggregation under the TANTOS model 

is infeasible when k = 2 and jCj > 2. The following theorem 

shows that minimizing aggregation time, under the TANTOS 

model, when k = 2 and jCj = 1 or 2 is NP-hard. Theorem 1. 

TANTOS is NP-hard when k = 2 and jCj = 1 or 2.Proof: We 

use the partition problem, which is known to be NP-hard. Let  
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si; 1 i n be an instance P of the partition. 

From P , we create an instance T of TANTOS with k = 2, S1 

= S2 = fsi g, C = fc1 = fc; cg; c2 = fc; cgg, and link 

bandwidth of 1 unit per sec. From the discussion preceding 

this theorem, it follows that, when k = 2, in every U1 and U2 

for T , c1 and c2 are leaves, the sis are intermediate nodes; 

and no rack is split. From this, it follows that T can be 

aggregated in si=2 + c time iff P has a partition and that when 

P has no partition, the aggregation time is larger. Hence, 

TANTOS is NP-hard when k = 2 and jCj = 2. 

To prove the theorem for the case when jCj = 1, we create the 

TANTOS instance T with k = 2, S1 = S2 = fsig s1,= fc1 = 

fs1; s1gg, and link bandwidth of 1 unit per sec. Once again, 

when k = 2, in every U1 and U2 for T , c1 is a leaf, all but at 

most one of the sis in S1 and S2 are intermediate nodes; and 

no rack is split. Hence, T can be aggregated in P si=2 time iff 

P has a partition; when P has no partition, the aggregation 

time is larger. Hence, TANTOS is NP-hard when k = 2 and 

jCj = 1.  

 
Fig. 1: The case m1 = m2 = 0; k = 2 

Fig. 1 shows the aggregation tree U1 for aggregator A1 using 

the depth first algorithm. In the figure, rack c
1

2, when 

assigned to subtree 1, takes the total data in subtree 1 to 11 

units, which exceeds the OPT of 7 units. So we split c
1
2, such 

that it sends 2 units for data through the 1st subtree and the 

remaining 4 units through the 2nd subtree as shown in Fig. 

2(a). This ensures that the aggregation time in U1 is OP T. 

 

IV. CONCLUSION 

In this paper, we have explored the Two Aggregator Network 

Topology Optimization with Splitting (TANTOS) problem. 

We have proved that TANTOS is NP-hard for k = 2 using 

reduction from the standard 2-way Partition problem, where 

k is the maximum degree of a ToR switch in the data center 

network. We have formulated a new problem called the 3-

way Partition problem and showed it to be NP-hard using 

reduction from the 2-way Partition problem. We have em-

ployed reduction from this newly formulated 3-way Partition 

problem to prove that TANTOS is NP-hard for k = 3. We 

have proved that TANTOS is NP-hard for k = 4 using 

reduction from the standard 2-way Partition problem. For k = 

5 and k = 6, we have proposed polynomial time algorithms to 

solve TANTOS optimally by exploring all possible instances 

of the problem. Based on our observations in k = 5 and 6, we 

have conjectured that TANTOS is polynomially solvable for 

k > 6. Through extensive experiments, we illustrated the 

improved performance by our optimal algorithm for k = 6 

compared to a 3D extension of the 2D torus heuristic 

proposed by Wang et al. in [1]. Our algorithm reduced the 

data aggregation time and total network traffic by up to 

83:32% and 99:5%, respectively relative to Wang’s heuristic. 
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