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Abstract: In this recent era of innovations and 

developments in various technologies, our life has become 

more sophisticated and very easy. New and smart devices 

are being introduced every day. as we know there are many 

applications that can be used as text to speech translator 

but it can be more smart if we also convert speech data into 

text as well as. Moreover, if we are going to search 

something on search engine and as an output we can get all 

the possible way of search in text generated way then it can 

be more difficult for specially blind people to  recognize the 

output. The specific application is designed to recognize the 

speech spoken by a person and represent optimized data 

that best shows the meaning of that speech form. The same 

data can be also converted into text by means of GUI 

application and display on desktop/laptop or any other 

display device connected to Raspberry Pi Board. Smart 

arrangements of solenoid plates can be useful for easily 

recognize the output for blind people. Objective is to design 

a device which makes life easier for blind people to search 

out anything. Design of speech browser with using 

raspberry pi module and on Raspbian platform will be used 

for voice based Google search and the output of that search 

will be given to solenoid plates and these plates are useful to 

recognize that search output by hand touch of blind people. 

Keywords: Speech Recognition, Raspberry Pi Module, 

Raspbian Platform, Solenoid plates. 

 

 

I. INTRODUCTION 

The principle behind this prototype is based on speech 

technology. There are two types of speech technology. 

Speech synthesis is computer-generated simulation of human 

speech. It is used to translate written information into aural 

information where it is more convenient, especially for 

mobile applications such as voice-enabled e-mail and unified 

messaging. Synthesized speech can be created by 

concatenating pieces of recorded speech to create complete 

sentence. Speech Recognition is a technique to analyze the 

speech spoken by a person that how it is differ to other 

personas with any approach to voice recognition, the first 

step is for the user to speak a word or phrase into a 

microphone. The electrical signal from the microphone is 

digitized by an "analog-to-digital (A/D) converter", and is 

stored in memory.  

 

To determine the "meaning" of this voice input, the computer 

attempts to match the input with a digitized voice sample, or 

template that has a known meaning. This allows the user to  

 

control any device by voice, rather than having to use the 

mouse and keyboard. The embedded system which is 

converting the speech data into text and by using Google 

speech API the voice search will be done. The output of 

voice search will be stored into database and that searched 

data will be interface with solenoid plates by means of GPIO 

pins of raspberry pi. For this purpose, the main task is to 

make GUI which is based on voice search. To accomplish 

this purpose, speech browser is made by using 

Embedded/QT creator tool which is available in raspberry pi 

tool chain. This speech browser contains record button, by 

pressing the button any person can input a speech and the 

result based on voice search will be shown in the window 

same as like Google search. To satisfy this purpose Google 

speech API is used. And the result of search will be sent to 

GPIO pins. And that pins are connected to various solenoid 

plates. 

 

II. SYSTEM ALGORITHM 

The need to design this application is specifically for 

physically impaired people. Objective is to design an 

intelligent system based on speech recognition which will 

work according to voice search. Solenoid plates are 

combination of six dots and braille code is also a 

combination of six dots. Different output on plates shows the 

different characters according to braille script so that blind 

people can easily console with this application. Solenoid 

plates which are going to be used are of Lee series 120 

solenoid valves. It’s a UK based company which produces 

solenoid valves. Its world’s smallest solenoid valve. The Lee 

Series 120 Solenoid Valve sets a new standard in reducing 

space, weight and power consumption. The valve requires 

only a momentary 1 ms pulse to switch the state (+5 VDC to 

open,-5 VDC to close).  

 

These plates are representing output of web search into 

braille. This browser is developed or designed by software 

which is based on linux. In linux environment any 

application is able to run at a quite faster rate.Linux based 

raspberry pi module will be very efficient to overcome the 

requirement. There are many linux based OS and among 

them Ubuntu is sufficient for my research work and has 

some advantage to use this. Ubuntu is user-friendly. For a 

beginner it is an absolute test. It is both official and user 

contributed. It has wealth of documentation and also has 

many more features. The software is used to design a speech 

browser is QT creator which is used to make efficient GUI 

application. 
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Fig1. Algorithm analysis of Application using raspberry pi 

 

Qt Creator is a good example of an application that mixes 

different user interface technologies. In fact, it uses all of the 

three different approaches described below. Qt Creator uses 

the traditional Qt Widgets such as menus and dialogs as a 

basis of the user interface, Qt Quick amongst others for the 

welcome screen, and Qt WebKit for presenting the Qt 

reference documentation. Qt Creator includes a project 

manager that uses a cross platform project file format (.pro). 

A project file can contain information such as what files are 

included into the project, custom build steps and settings for 

running the applications. Qt Creator includes a code editor 

and integrates Qt Designer for designing and building 

graphical user interfaces (GUIs) from Qt widgets. The code 

editor can parse code in C++ and QML languages... It is 

possible to compose and customize the widgets or dialogs 

and test those using different styles and resolutions directly in 

the editor. Widgets and forms created with Qt Designer are 

integrated with programmed code, using the Qt signals and 

slots mechanism. The audio is collected from the headphone, 

and then passed via an HTTPS POST to a Google web 

service, which responds with a JSON object with the results. 

Looking through their audio encoder code, the audio can be 

either FLAC or Wav file. JSON (JavaScript Object Notation) 

is a lightweight data interchange format. . It can represent 

integer, real number, string, an ordered sequence of value, 

and a collection of name/value pairs. QJson is a Qt-based 

library that maps JSON data to Qvariant object. UTF-

8 (UCS Transformation Format—8-bit) is a variable-width 

encoding that can represent every character in 

the Unicode character set. UTF-8 has become the dominant 

character encoding for the World Wide Web, accounting for 

more than half of all Web pages. The output from the code 

will be into text and that will directly call through Google 

webpage and which will go for further processing via GPIO 

pins and these solenoid plates are controlled through GPIO 

pins. Output from the Google search results are represented 

by matrix of solenoid plates. 

 

III. IMPLEMENTATION 

A. Implementation of speech recognition on Raspberry pi 

Terminal 

The Implementation process for converting speech to text by 

using Raspberry pi and on the terminal of Raspbian image 

installed on raspberry pi. This is the basic step to understand 

that how can we convert any voice data into text and this will 

be helpful to understand the commands of linux. The 

Raspberry Pi is an ultra-low-cost, deck-of-cards sized Linux 

computer. It is controlled by a modified version of Debian 

Linux optimized for the ARM architecture. It has two models 

model A and model B. The Model B has 512 MB RAM, 

BCM2385 ARM11, 700 MHz System on chip processor. It 

has 2 USB ports, HDMI out, audio output jack and Ethernet 

port for internet access and the USB sound card is needed to 

interface with pi model because it has only audio output jack 

and so by using sound card we can input voice data into pi. 

 Requirements for this implementation: The latest 

version of Raspbian installed 

 An internet connection 

 The correct sound card drivers for your headset. So 

the required inputs connections are shown below in 

the Figure 2. 

 

 
 

Fig. 2.Hardware connections with Raspberry Pi 

 

Plug in your USB Headset and run the following commands 

to test the headset. 

cat /proc/asound/cards 

cat /proc/asound/module 

http://qt-project.org/doc/qt-5.1/qtdoc/qtexamplesandtutorials.html#qt-creator
http://qt-project.org/doc/qt-5.1/qtdoc/qtexamplesandtutorials.html#qt-creator
http://qt-project.org/doc/qt-5.1/qtwidgets/qtwidgets-index.html
http://qt-project.org/doc/qt-5.1/qtquick/qtquick-index.html
http://qt-project.org/doc/qt-5.1/qtwebkit/qtwebkit-index.html
http://en.wikipedia.org/wiki/QML
http://qjson.sourceforge.net/docs/namespaceQJson.html
http://en.wikipedia.org/wiki/Universal_Character_Set
http://en.wikipedia.org/wiki/Variable-width_encoding
http://en.wikipedia.org/wiki/Variable-width_encoding
http://en.wikipedia.org/wiki/Character_(computing)
http://en.wikipedia.org/wiki/Unicode
http://en.wikipedia.org/wiki/World-Wide_Web
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Raspberry Pi does not have an audio input device configured. 

To solve this, I need to update ALSA (Advanced Linux 

Sound Architecture) to use our Headset as default for audio 

input and output. This can be done by a quick change to the 

ALSA config file located in /etc/modprobe.d/alsa-base.conf. 

After recording the audio file, apply a set of commands and 

the output of speech to text conversion will store into .txt file. 

Here, the recorded data is gtu pg school. 

 

 
 

Fig. 3. Output of Google speech to text on Raspbian 

 

B. Implementation of Speech Browser using software                              

analysis 

QT Creator is the software which is used to design GUI 

application of speech browser. By only after button press 

anyone can record a speech and after a time period of 

3seconds the speech input will automatically saved. At the 

result by using Google speech API the browser will shows 

the search data and furthermore, if we want to search out 

other data then we have to give voice input “forward” by 

only after button press to the headset connected with 

raspberry pi. Similarly if we want to go back to the previous 

search then simply after button press speak “back” and we 

can see previous searched output. So this application is used 

for normal people and as well as for blind people also. 

Because the searched data will be sent to GPIO pins by using 

QT creator software and that general purpose input output 

pins are connected with solenoid plates which will moves up 

if it gets “1” on pin and settled down if it gets “0” on GPIO. 

The browser is as shown below. 

 

 
 

Fig. 4. Speech browser on Qt creator tool 

 

IV. RESULT 

As discussed in the implementation part, Speech browser 

will only get the data by voice input. After pressing button 

3seconds will be counted and whatever input is to spoken by 

a user will be search out using Google speech API. Suppose 

here “linux” is the spoken data and the output is as shown 

below. Speech Browser will show the result of id if it will 

not able to detect anything via headset or after 3seconds, the 

user hasn’t spoken anything. As shown in Figure5 the first 

search output is Oracle Linux Enterprise. So that will be sent 

to the GPIO pins of Pi.  And the GPIO pins are getting 

correct data of the results one by one. The data is the 

combination of six signals because braille code is 

combination of six dots. It is dependent on which character is 

displayed on the search.  

 

 
 

Fig. 5. Google search result on Speech Browser 
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V. CONCLUSION 

Physically invisible people experience difficulty and 

inconvenience using computers through a keyboard and 

mouse. The purpose of this system is to provide a way the 

blind people population can easily control many functions of 

a computer via speech. When blind people speak, the audio 

voice input is sent to the speech Browser .solenoid plated are 

very useful to convert this web search into braille. Many 

applications running on this purpose but not all the 

applications able to fulfil over it and this project has better 

aspects in future for normal people as well as blind people. 

This application is firstly embedded on raspberry pi and Qt 

creator is the software which is being useful to interface this 

GUI with the hardware connected to Pi. 
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