
International Journal For Technological Research In Engineering 

Volume 4, Issue 2, October-2016                                                ISSN (Online): 2347 - 4718 

 
 

www.ijtre.com                        Copyright 2016.All rights reserved.                                                                            251 

A NOVEL METHOD FOR CO-EXTRACTING OPINION TARGETS 

AND OPINION WORDS BY USING A WORD ALIGNMENT MODEL 
 

K.Sushma
1
, Syed Abdul Moeed

2
 

1
M.Tech Student, 

2
Assistant Professor 

Department of SE, Balaji Institute of Technology & science, Warangal District, Telangana, India.  

 
 

Abstract: In today’s era a lot of product square measure 

purchased on-line, because of this classification system 

becomes terribly helpful for obtaining first-hand info 

regarding the merchandise. Classification system will 

opinion mining i.e. co-extracting opinion targets and 

opinion words from on-line reviews. However there square 

measure several issues related to the accuracy of system. To 

extend the accuracy of system part supervised word 

alignment model is projected to search out the relation 

between OW and OT. By exploitation OW, OT and opinion 

relation between them graph has shaped. Once graph 

formation to search out confidence of every candidate 

graph based mostly co-ranking formula has used. 

Compared to previous approach Syntax-based technique 

this technique provides additional correct results by 

eliminating parsing errors. 

Keywords: Opinion target (OT), Opinion word (OW), Word 

alignment model (WAM), partially supervised word 

alignment model (PSWAM) 

 

I. INTRODUCTION 

Growth of net a pair of.0 immense variety of user generated 
knowledge is gift on net as blogs, reviews, , comments etc. 

This knowledge involve user’s opinions beliefs, sentiment 

towards explicit product, topic, event, news etc. AN opinion 

mining refers to the utilization of tongue process to extract 

the subjective info from source. Opinion mining includes 

opinion feature that is employed to specify AN attributes of 

AN entity on that shoppers state their views and opinions. 

Others opinions will be crucial once it’s time to form a 

judgment or select among various opinions. Sentiment 

analysis is that the procedure study of people's emotions. 

Given a group of documents D that contain or sentiments 
regarding AN object, opinion mining aims to extract 

attributes and means that of the article that are commented on 

in every document d ∈ D and to judge the comments square 

measure positive, negative or neutral. This fascinating 

downside is progressively vital in business and society. Its 

numerous analysis challenges however guarantees 

approaching useful to anyone fascinated by opinion analysis 

and social media analysis. Humans square measure objective 

creatures and opinions square measure vital having the ability 

to move with customers, has several blessings for info 

systems. Matter info within the world will be loosely 
classified into 2 main classes, subjective and objectives. 

Facts square measure objective statements regarding entities 

and events within the net. It conjointly makes it troublesome 

for the producer of the merchandise to stay track and to 

supervise client opinions. For the manufacturer has an extra  

 

difficulties as a result of various industrial sites might sell the 

similar product and therefore the manufacturer unremarkably 

produces several varieties of product. To extract the opinions 

from on-line reviews, it's unsatisfactory to get the sentiment 

a few explicit products. That’s AN opinion contains a 

positive and negative orientation. For Example: “A beautiful 

style And an enormous boost to Core i7 however poor 

battery life “At now an opinion regarding the portable 

computer consisting positive opinion as “stunning style and 

massive boost to core i7” and negative opinion as “poor 
battery life” AN opinion target is that the object regarding 

that users categorical their opinion generally noun or phrase, 

within the higher than example style.corei7, and battery 

square measure the 3 opinion target. AN opinion word is 

outlined because the words that square measure accustomed 

categorical the users opinions. Within the higher than 

example beautiful, massive boost and Poor Square measure 

the opinion words. Instead of sentiment analysis and have 

extraction projected technique principally targeted on 

Topical relation. That’s extracting this interest or connation 

or pertaining or handling matters of current or native interest. 

This suggests that. 
 

II. RELATED WORK 

L.Zhang and S.H.Lim planned methodology to handle the 

issues of the progressive double propagation method for 

feature extraction. It initial uses part-whole and “no” patterns 

to extend recall. It then ranks the extracted feature candidates 

by feature importance that is set by 2 factors: feature 

relevancy and have frequency. In Q.Mei, X.Ling, M.Wodra 

and C.Zhai planned a probabilistic topic sentiment mixture 

model (TSM). With this model,the aspects prefer to learn 

general sentiment models, extract topic models orthogonal to 
sentiments, which may represent the neutral content of a 

subtopic and extract topic life cycles and also the associated 

sentiment dynamics may be effectively studied. In [8] Z.Liu, 

H.Wang, H.Wu and S.Li planned and evaluated a latent 

document re-ranking methodology for re-ordering the initial 

retrieval results. The key to refine the results is finding the 

latent structure of “topics “or “concepts” within the 

document set that leverages the latent Dirichlet allocation 

technique for the query-dependent ranking downside and 

ends up in state-of-art performance. In [7] A.Mukherjee and 

B.Liu planned the matter of modelling review comments, 

and conferred 2 models TME and ME-TME to model and to 
extract topics and numerous comment expressions. The 

expressions were wont to classify comments a lot of 

accurately, and to seek out contentious aspects and 

questioned aspects. The knowledge was wont to turn out a 
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straightforward outline of comments for every review. In [3] 

Liu et al. targeted on opinion target extraction supported the 

WAM. They used a much unattended WAM to capture 

opinion relations in sentences. Next, opinion targets were 
extracted during a normal stochastic process framework. 

Liu’s experimental results showed that the WAM was 

effective for extracting opinion targets. notwithstanding, they 

gift no proof to demonstrate the effectiveness of the WAM 

on opinion word extraction moreover, a study utilized topic 

modelling to spot implicit topics and sentiment words by 

Ivan Titov and Ryan McDonald [13]. The aims of those 

strategies typically weren't to extract associate opinion target 

list or opinion word lexicon from reviews. Instead, they were 

to cluster for all words into corresponding aspects in reviews. 

These strategies typically adopted coarser techniques, 

comparable to frequency statistics and phrase detection, to 
observe the correct opinion targets/words. The stress is a lot 

of on the way to cluster these words into their corresponding 

topics or aspects. 

 

III. METHODOLOGY 

In this section, we have a tendency to gift the most 

framework of our technique i.e. extracting opinion 

targets/words as a co-ranking method. We have a tendency to 

assume that every one nouns/noun phrases in sentences are 

opinion target candidates, and every one adjectives/verbs are 

thought to be potential opinion words, that are wide adopted 
by previous ways. Every candidate are appointed a 

confidence, and candidates with higher confidence than a 

threshold are extracted because the opinion targets or opinion 

words. If a word is probably going to be associate opinion 

word, the nouns/ noun phrases with that that word 

incorporates a changed relation can have higher confidence 

as opinion targets. we are able to see that the arrogance of a 

candidate (opinion target or opinion word) is jointly 

determined by its neighbors in line with the opinion 

associations among them of every candidate. Existing system 

on opinion mining have applied varied ways for extracting 
opinion targets and opinion words. [i]. Extracting opinion 

targets and opinion words victimization word alignment 

model victimization part supervised word alignment model 

[i]: The projected technique contains 3 main modules. 

They’re pre-processing, opinion target and word extraction 

and opinion word classification. The general diagram of the 

projected technique is shown in Fig.1. In pre-processing the 

given comment is processed and eliminates stop word and 

stemming. Extracting opinion targets/words as a co-ranking 

method. Assume all nouns/noun phrases in sentences are 

opinion target candidates, and every one adjectives/verbs are 

thought to be potential opinion words. Then the opinion word 
is classed pretty much as good or dangerous.  

A. Pre-Processing this can be the primary step of the 

projected technique. Many preprocessing steps are applied on 

the given comment to optimize it for any experimentations. 

The projected model for information pre-processing is shown 

in Fig.1. Tokenization method splits the text of a document 

into sequence of tokens. The cacophonic point’sare outlined 

victimization all non-letter characters. This ends up in tokens 

consisting of 1 single word (unigrams). The show review 

information set was cropped to ignore the too frequent and 

too occasional words. Absolute pruning theme was used for 

the task. Length primarily based filtration theme was applied 

for reducing the generated token set. The parameters won’t 
to separate the tokens are the minimum length and most 

length. The parameters outline the vary for choosing the 

tokens. Stemming defines a way that's wont to notice the 

foundation or stem of a word. The filtered token set 

undergoes stemming to cut back the length of words till a 

minimum length is reached. This resulted in reducing the 

various grammatical kinds of a word to one term  

B. Opinion Targets and Opinion Words Extraction The 

changed word alignment model assumes that every one 

nouns/noun phrases in sentences are opinion target 

candidates, and every one adjectives/verbs are thought to be 

potential opinion words. A noun/noun phrase will notice its 
modifier through word alignment. The projected word 

alignment model apply a partiallysupervised changed word 

alignment model. It performs changed word alignment in a 

very part supervised framework. After that, get an oversized 

range of word pairs, every of that consists of a noun/noun 

phrase and its modifier. Then calculate associations between 

opinion target candidates and opinion word candidates 

because the weights on the perimeters. 

 
Fig.1. Overall Diagram of the Proposed Method 

C. Opinion Words Classification once extraction opinion 

word and target ensuing step is to classify the opinion word. 



International Journal For Technological Research In Engineering 

Volume 4, Issue 2, October-2016                                                ISSN (Online): 2347 - 4718 

 
 

www.ijtre.com                        Copyright 2016.All rights reserved.                                                                            253 

During this method the opinion word is classed pretty much 

as good or dangerous. The knn classifier is employed to 

classify the opinion word. Once it's classified as dangerous 

then the comment is removed. In k-NN classification, the 
output could be a category membership. AN object is classed 

by a majority vote of its neighbors, with the thing being 

allotted to the category most typical among its k nearest 

neighbors (k could be a positive whole number, generally 

small). If k = 1, then the thing is solely allotted to the 

category of that single nearest neighbor. 

D. Word Alignment Model. Liu et al. [8] have planned AN 

approach victimization partially-supervised alignment model, 

wherever opinion relations identification is considered AN 

alignment method. Here, a graph-based co-ranking rule is 

employed for confidence estimation of every candidate. 

Further, opinion targets or opinion words square measure 
extracted on the premise of candidates with higher 

confidence. As compared to previous ways that used nearest-

neighbor rules [11], this model captures opinion relations for 

long-span relations a lot of exactly. AN opinion target will 

notice its corresponding modifier through word alignment. A 

partially-supervised word alignment model (PSWAM) is 

utilized. a little of the links of the complete alignment in an 

exceedingly sentence may be simply obtained. Hence, by 

victimization this the alignment model may be unnatural and 

higher alignment results may be obtained. to get partial 

alignments, grammar parsing is employed. Though existing 
grammar parsing cannot exactly acquire the complete 

grammar tree of informal sentences, some opinion relations 

will still be obtained exactly victimization high-precision 

grammar patterns. A unnatural Expectation-Maximization 

(EM) rule supported hill-climbing  is then wont to confirm 

alignments in sentences, wherever the model are in step with 

the links the maximum amount as potential. In such some 

way, several errors inducedby utterly unsupervised 

WAMsare corrected. As syntax-based ways have negative 

effects of parsing errors in informal on-line texts, this word 

alignment model effectively alleviates the matter. Extracting 
opinion targets or words may be considered a co-ranking 

method. Specifically, AN Opinion Relation Graph is built for 

modeling all opinion target or word candidates and also the 

opinion relations among them. A co-ranking rule supported 

stochastic process is then planned to estimate every 

candidate’s confidence on the graph. During this method, 

high-degree vertices square measure fined to weaken their 

impacts additionally on decrease the chance of a stochastic 

process going into unrelated regions on the graph. At 

identical time so as to form collaborated operations on 

candidate confidence estimations calculation on the previous 

data of candidates for indicating some noises and 
incorporating them into ranking rule square measure created. 

Finally, candidates with higher confidence than the edge 

square measure extracted. Especially, the planned model 

obtains higher preciseness due to the usage of partly 

supervised alignment as compared to unsupervised 

alignment. so as to decrease the chance of error generation, 

whereas estimating candidate confidence, vertices of higher-

degree may be fined in graph-based co-ranking rule. 

Considering further sorts of relations between words, like 

topical relations, in Opinion Relation Graph, might prove 

helpful for co-extracting opinion targets and opinion words. 

 

IV. CONCLUSIONS 
This paper proposes a unique methodology for co-extracting 

opinion targets and opinion words by employing a word 

alignment model. Our main contribution is concentrated on 

sleuthing opinion relations between opinion targets and 

opinion words. Compared to previous strategies supported 

nearest neighbor rules and grammar patterns, in employing a 

word alignment model, our methodology captures opinion 

relations additional exactly and so is more practical for 

opinion target and opinion word extraction. Next, we tend to 

construct associate Opinion Relation Graph to model all 

candidates and also the detected opinion relations among 

them, alongside a graph co-ranking rule to estimate the 
boldness of every candidate. The things with higher ranks are 

extracted out. The experimental results for 3 datasets with 

completely different languages and different sizes prove the 

effectiveness of the projected methodology. In future work, 

we tend to attempt to think about further styles of relations 

between words, appreciate topical relations, in Opinion 

Relation Graph. We tend to believe that this might be helpful 

for co-extracting opinion targets and opinion words. 
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