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ABSTRACT: The main problem faced by the users of web 

search today is the quality and the amount of the results 

they get back.  The results frustrate a user and consume his 

precious time. The objective of a web personalization system 

is to provide users with the information they want or need, 

without expecting from them to ask for it explicitly. A web 

recommender system is a web-based interactive software 

agent. A WRS attempts to predict user preferences from 

user data and/or user access data for the purpose of 

facilitating and personalizing users’ experience on-line by 

providing them with recommendation lists of suggested 

items. This research proposes a new personalized 

recommendation system integrating clustering and 

association rule technique. This system improves the 

recommendation quality of system and save time of 

recommendation process. It also overcomes the drawbacks 

of traditional recommendation system. 
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I. INTRODUCTION 

The main problem faced by the users of web search today is 

the quality and the amount of the results they get back.  The 

results frustrate a user and consume his precious time. The 

objective of a web personalization system is to provide users 

with the information they want or need, without    expecting 

from them to ask for it explicitly. Web personalization is the 

process of    customizing a Web site to the needs of specific 

users, taking Advantage of the knowledge acquired from the 

analysis of the user‟s navigational behavior (usage data) in 

correlation with other information collected in the Web 

context, namely structure, content and user profile data. Due 

to the explosive growth of the Web, the domain of Web 

personalization has gained great momentum both in the 

research and the commercial area. (Magdalini Eirinaki, 

Michalis Vazirgiannis)[29]. A web recommender system is a 

web-based interactive software agent. A WRS attempts to 

predict user preferences from user data and/or user access 

data for the purpose of facilitating and personalizing users‟ 

experience on-line by providing them with recommendation 

lists of suggested items. In the context of personalized 

recommendation, resources (web pages, products, 

advertisements, etc.) Are recommended to a user according 

To the inner-established knowledge model that anticipates 

the user‟s needs. In this method, we the access patterns 

constructed by analyzing user navigation information (Fu, 

Budzik, & Hammond, 2000). In the WWW context, web sites 

are generating a great amount of web usage data that contain 

useful information about users‟ behavior. The term „Web  

 

Usage Mining‟ (Cooley, Mobasher, & Srivastava, 1997) was 

introduced by Cooley et al., in 1997, in which they define 

web usage mining as the „automatic discovery of user access 

patterns from Web Servers‟. Web usage mining has gained 

much attention in the literature as a potential approach to 

fulfill the requirement of web personalization (Cooley et al., 

Eirinaki & Vazirgiannis, 2003; Fu et al., 2000; Gery & 

Haddad, 2003; Mobasher) 

 
Fig 1.o Recommendation Process 

Web personalization process viewed as an application of data 

mining requiring support for all the phases of a typical data 

mining cycle. These phases include data collection and 

preprocessing, Pattern discovery and evaluation, and finally 

applying the discovered knowledge in real-time to mediate 

between the user and the Web. We consider a number of 

classes of data mining algorithms used particularly for Web 

personalization, including techniques  based on clustering, 

association rule discovery, sequential pattern mining, 

Markov models, and probabilistic mixture and hidden 

(latent) variable models.( Bamshad Mobasher) . The ability 

of a personalization system to tailor content and recommend 

items implies that it must be able to infer what a user 

requires based on previous or current interactions with that 

user, and possibly other users. 

 
Fig.1.1 The personalized recommendation mechanism. 

Principal elements of Web personalization include (a) the 

categorization and pre processing of Web data, (b) the 

extraction of correlations between and across different kinds 
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of such data and (c) the Determination of the actions that 

should be recommended by such a personalization system. 

 

II. LITERATURE SURVEY 

A. Content-based filtering systems 

Content-based filtering examines the relationship between 

resources and users. It takes advantage of the similarity of 

information and users‟ interests to filter information. The 

weakness of the approach is that it is difficult to discern the 

quality and form of the information sought in current user 

sessions and it can only recommend information similar to 

the user‟s previously-identified interests, rather than advising 

on newly-identified resource needs arising from concurrent 

sessions.Content-based filtering establishes user profiles 

according to each user are visiting history and content 

searches and then classifies website content on this basis. 

When a user visits the website and seeks resources that match 

the established profile, the related information is retrieved. It 

is a system that recommends an item to a user based upon a 

description of the item and a profile of the user‟s interests. 

Content-based recommendation systems may be used in a 

variety of domains ranging from recommending web pages, 

news articles, restaurants, television programs, and items for 

sale. Although the details of various systems differ, content-

based recommendation systems share in common a means for 

describing the items that may be recommended, a means for 

creating a profile of the user that describes the types of items 

the user likes, and a means of comparing items to the user 

profile to determine what to recommend.( Michael J. Pazzani 

and Daniel Billsus) Content-based filtering techniques are 

based on content analysis of target items. For examples, the 

technique of term frequency analysis for text document and 

its relation to the user‟s preferences is a well-known content 

analysis method. In content-based filtering systems, 

recommendations are provided for a user based solely on a 

profile built up by analyzing the content of items that the user 

has rated in the past and/or user‟s personal 

 

B. Collaborative filtering systems 

In collaborative filtering, items are recommended to a 

particular user when other similar users also prefer them. The 

definition of „similarity‟ between users depends on 

applications. For example, it may be defined as users having 

similar ratings of items or users having similar navigation 

behavior. This kind of recommendation systems is the first 

one that uses the artificial intelligence technique to do the 

personalized job (Riecken, 2000). A collaborative filtering 

system collects all information about users‟ activities on the 

web site and calculates the similarity among the users. If 

some users have similar behavior, they will be categorized to 

the same user group. When a user logins into the web site 

again, the system will first compute the group most similar to 

the user using methods like the k-nearest neighborhood, and 

then recommend items that the members of the group prefer 

to the user. A pure collaborative filtering system also has 

several shortcomings and critical issues, including that the 

coverage of item ratings could be very sparse, hence yielding 

poor recommendation efficiency; and that it is difficult to 

provide services for users who have unusual tastes, and the 

user clustering and classification problems for users with 

changing and/or evolving preferences (Konstan et al., 1997). 

In a general way, collaborative filtering recommendation 

systems work as follows: first the system collects and 

maintains information about the user. This information 

includes specific interest of users in certain items and it is 

stored in separated profiles. Once all the profiles have been 

collected the system compares all the profiles in order to 

determine similarities between them. The way similarity is 

computed depends on the algorithm used and can vary from 

system to system. Finally, to produce recommendations to a 

user the system creates a set with the most similar profiles 

and use the information contained in this set to do the 

recommendations. One of the biggest drawbacks of 

collaborative filtering is that it is highly dependent on the 

information provided by the users. If the user does not 

provide reliable information the performance of the system 

will decrease considerably. In the past years some work has 

been done to overcome these situations. For instance, the 

work presented in [03] attempts to create clusters related 

with music artists by crawling the web. This kind of 

information can be used later for testing the reliability of the 

information provided by users in the system. Furthermore, 

the work presented in [20] attempts to retrieve collections of 

lists of related music from the web. Then it uses these lists as 

pseudo users for collaborative filtering systems. The 

experiments presented in these works prove that methods for 

recollecting information automatically are nearly as effective 

as data provided by real users. 

 

C. Hybrid recommender system 

Recent research has demonstrated that a hybrid approach, 

combining collaborative filtering and content-based filtering 

could be more effective in some cases. Hybrid approaches 

can be implemented in several ways: by making content-

based and collaborative-based predictions separately and 

then combining them; by adding content-based capabilities 

to a collaborative-based approach (and vice versa); or by 

unifying the approaches into one model. Several studies 

empirically compare the performance of the hybrid with the 

pure collaborative and content-based methods and 

demonstrate that the hybrid methods can provide more 

accurate recommendations than pure approaches. It can not 

recommend new items to the users and completely denies 

any information that could be extracted from contents of 

item [11]. On the other hand, content-based methods fail in 

providing as good recommendations as collaborative filtering 

does. The reason for this is that it is hard to extract really 

high level meaningful features of music from the audio 

signals. Hybrid recommendations systems are developed in 

the recent years as an attempt of overcome the weakness of 

pure content-based or pure collaborative methods. The main 

idea behind hybrid recommendation techniques, as stated in 

[11], is that “a combination of algorithms can provide more 

accurate recommendations than a single algorithm and 

disadvantages of one algorithm can be overcome by other 

algorithms”. According to [10] incorporating content into 

collaborative filtering systems allows increasing the quality 

of a recommendation system. Besides, when data is too 
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sparse additional content information is a need in order to fit 

global probabilistic models. The work presented in [9] 

explains that a method that integrates both ratings and 

content data enables more accurate recommendations with a 

richer variety than pure content-based or pure collaborative 

filtering techniques. 

 

III. PROPOSED CLUSTERING ALGORITHM 

The proposed clustering algorithm consists of five steps, 

firstly set the minimal intra cluster similarity then calculate 

the medoid after that calculate the average intra-cluster 

similarity then apply the association mining rules. 

I) set the minimal intra cluster similarity:  it is a user 

specified parameter. Initially there is only one cluster 

consisting of all objects. 

II) Compute medoid: calculate the average similarity between 

tentative medoid and the other objects within the cluster. 

Then apply algorithm of swapping medoids in k-medoids 

algorithm, and find the new medoid the results in the 

maximal average similarity.  Repeat same process, until no 

new medoid can found. 

III) Calculate the average intra-cluster similarity:  For each 

cluster i, calculate the average intra-cluster similarity si, 

where 

 
Where Gi is the methoid   of cluster I, p is an object in the 

cluster I, and Sim () is a similarity function. 

IV) If si<   apply the 2-medoid  algorithm to divide cluster 

i into two sub-cluster and repeat Steps 2  to 4 , otherwise 

stop. 

V) Apply association mining rules. 

 

IV. RECOMMENDATION PROCESS 

A. Calculating the similarity: 

Calculate the similarity between items in the 

recommendation list.si and sj are items in the 

recommendation list, so similarity can be calculated by using 

formula. 

 
1 s  n,   1 tm. similarity is calculated between two 

or different items in the recommendation item set. 

Users‟ navigation sessions are divided into frames of 

navigation sessions according to a pre-specified time interval. 

Given two users Ui and Uj; and one of their time-framed 

navigation sessions, as shown below, respectively, 

 
Is the uth time-framed sessions. 

The vth time –framed sessions. Where session kS
 is a 

collection of web pages that the users have visited during a 

session.  iU
 And  jU

 are two users. 

b. Weighted precision rates: 

 
Where AWP is a average weighted precision rate. 

c. Weighted recall rates: 

 
Is used to calculate the Average weighted recall rate. 

 
  Is the average weighted recall rate. 

d. Data collection and Preprocessing. 

 

V. EXPERIMENTS 

Performance evaluations of clustering  

In order to check the performance of the proposed clustering 

algorithm, the algorithm is first applied to web based virtual 

Classroom in Ming chuan University 

(http://www.eduplanet.mcu.edu.tw/) in which learning 

activities include the browsing of course syllabus, material, 

learning sheet and work sheet, online testing ,GD,BBS, 

chatting room and so on. 

Frame size  Class  

Number of 

framed 

sessions  

Number of 

clusters  

semester  Half of A  35  5  

 A 69 7 

Week  Half of A  152  26  

 A 315  29  

Table 1. Result of clustering. 
 

VI. RESULT 

 
 

VII. CONCLUSION 

This project describes Web personalized recommender 
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system that utilizes clustering of virtual class room database 

through proposed Clustering algorithm and provides the 

recommendations for the user with good quality rating using 

similarity measures. The proposed clustering algorithm has 

better accuracy than K-means and K-medoid clustering, 

which helps to improve the quality of rating. In traditional 

recommender system similarity is normally the only heuristic 

used in recommendation process where as in the proposed 

system, similarity is combined with density of the clusters. 

This helps in exploration of other clusters which have 

similarity closer to the active user and provide him/her with 

good set of recommendations. 
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