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Abstract: - The health care industry has become a major 

source of big data because of the digitization revolution. The 

examination of these data could be a fantastic resource for 

gaining fresh perspectives and raising people's awareness of 

health issues. Worldwide, diabetes and its complications are 

acknowledged as the biggest danger to public health. 

Diabetes is currently one of the most prevalent, chronic, and 

deadly diseases in the world due to various complications. In 

present work, healthcare data of female diabetic patient has 

been studied and derive the various insights from it. 

Machine learning algorithm such as logistic regression, 

decision tree, random forest classifier, Support Vector 

Machine (SVM) and K-Nearest Neighbour (KNN) 

classification has been used for prediction and modelling of 

the data. Python programming has been used as a tool for 

data analysis and various exploratory data analysis has been 

performed to determine the structure of the data. The 

predicted model found good relation with the collected data 

and gives a higher accuracy. This model help medical person 

to predict the risk associated for prediction of diabetic in 

female patients.  
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1. INTRODUCTION 
 

In present work, data of women has been collected from 

hospital, which includes various categories. The objective of 

the collection of data is to predict a model, which can show 

women, has diabetic or not. The data include 768females with 

09 different category. It include the month of pregnancies a 

women has, their glucose and blood pressure level, their skin 

thickness, whether they are taking insulin or not, their Body 

Mass Index (BMI), their diabetes pedigree function, their age 

and finally actual condition of women means is she a diabetic 

or not in terms of outcome. 

 

After collecting the data, we have used python programming 

for building the machine-learning model. Python is open 

source software free available free from google. It is a high 

level, interpreted and general-purpose language. 

 

Jupyter notebook is used for preparing or developing the code. 

This can be done on google colab available online or installing 

in personal computer. After installing the Jupyter notebook, 

we need to follow some standard procedure. Given below is 

the procedure needed to perform the coding in python 

programming. 

 

2. METHODOLOGY 
 

This dataset is originally from the National Institute of 

Diabetes, Digestive, and Kidney Diseases. The objective of 

the dataset is to diagnostically predict whether a patient has 

diabetes, based on certain diagnostic measurements included 

in the dataset. Several constraints were placed on the selection 

of these instances from a larger database. In particular, all 

patients here are females at least 21 years old of Pima Indian 

heritage. 

 

2.1 Problem Statement: 

Build a model to accurately predict whether the patients in the 

dataset have diabetes or not? 

 

2.2 Dataset Description: 

The datasets consists of several medical predictor variables 

and one target variable, Outcome. Predictor variables includes 

the number of pregnancies the patient has had, their BMI, 

insulin level, age, and so on. 

 

Pregnancies: Number of times pregnant 

Glucose: Plasma glucose concentration a 2 hours in an oral 

glucose tolerance test 

Blood Pressure: Diastolic blood pressure (mm Hg) 

Skin Thickness: Triceps skin fold thickness (mm) 

Insulin: 2-Hour serum insulin (mu U/ml) 

BMI: Body mass index (weight in kg/(height in m)^2) 

DiabetesPedigreeFunction: Diabetes pedigree function 

Age: Age (years) 

Outcome: Class variable (0 or 1) 268 of 768 are 1, the others 

are 0 

 
 

Figure 1 first five Data set for analysis purpose 

  



 

International Journal For Technological Research In Engineering 

Volume 9, Issue 11, July-2022                                                ISSN (Online): 2347 - 4718 

 
 

www.ijtre.com                        Copyright 2022.All rights reserved.                                                                38 

Total data are 768 rows and 9 columns including Pregnancies, 

Glucose, Blood Pressure, Skin Thickness, Insulin, BMI, 

DiabetesPedigreeFunction, Age and Outcome 

 

2.3 Approach: 

Following pointers will be helpful to structure your findings.    

 

1. Perform descriptive analysis. It is very important to 

understand the variables and corresponding values. 

We need to think through - Can minimum value of 

below listed columns be zero (0)? On these columns, 

a value of zero does not make sense and thus 

indicates missing value. 

• Glucose 

• Blood Pressure 

• Skin Thickness 

• Insulin 

• BMI 

      How will you treat these values? 

 

2. Visually explore these variables; you may need to 

look for the distribution of these variables using 

histograms. Treat the missing values accordingly. 

 

3.  We observe integer as well as float data-type of 

variables in this dataset. Create a count (frequency) 

plot describing the data types and the count of 

variables.  

 

4. Check the balance of the data by plotting the count of 

outcomes by their value. Describe your findings and 

plan future course of actions. 

 

5. Create scatter charts between the pair of variables to 

understand the relationships. Describe your findings. 

 

6. Perform correlation analysis. Visually explore it 

using a heat map. 

 

(Note: Do not focus on visualization aspects when 

working with SAS) 

 

7. Devise strategies for model building. It is important 

to decide the right validation framework. Express 

your thought process. Would Cross validation be 

useful in this scenario? 

 

(Note: if you are working with SAS, ignore this 

question and perform stratified sampling to partition 

the data. Create strata of age for this.) 

 

8. Apply an appropriate classification algorithm to build 

a model. Compare various models with the results 

from KNN. 

 

(Note: if you are working with SAS, ignore this 

question. Apply logistic regression technique to build 

the model.) 

 

9. Create a classification report by analysing sensitivity, 

specificity, AUC(ROC curve) etc. Please try to be as 

descriptive as possible to explain what values of 

these parameter you settled for? any why? 

 

10. Create a dashboard in tableau by choosing 

appropriate chart types and metrics useful for the 

business. The dashboard must entail the following:  

 

a) Pie chart to describe the diabetic/non-diabetic 

population 

b) Scatter charts between relevant variables to analyse 

the relationships 

c) Histogram/frequency charts to analyse the 

distribution of the data 

d) Heat map of correlation analysis among the relevant 

variables 

e) Create bins of Age values – 20-25, 25-30, 30-35 etc. 

and analyse different variables for these age brackets 

using a bubble chart.  

 

3. RESULT AND DISCUSSION 
 

Visually explore these variables using histograms. Treat the 

missing values accordingly. 

3.1 Exploration for Glucose 

Here we can see the plasma Glucose concentration level 

approximately of 165 people are varies b/w 80 to 137 in huge 

proportion. The highest range of people approximately 212 

people's Glucose level are varies b/w 98 and 120. As we can 

see here, few of the values are zero (0) in glucose columns. 

Our problem statement says zero (0) indicates like a missing 

value it does not make sense here, so our first priority to treat 

this missing values. In the data description, part we have seen 

median is 117 and mean is 120.89 for glucose means mean is 

greater than median i.e. positive skewed means right skewed. 

Now we can treat our zero (0) values by mean or median. 

 
Figure 2 relation of glucose with respect to frequency at 

plasma glucose concentration 

 

 
Figure 3 Swarm plot for detection of diabetic or non-diabetic 
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Figure 4 Box plot for determination of outlier in case of 

glucose 

 

We can infer here that increasing glucose levels are likely to 

lead to a diabetic patient. 

Exploration for Blood Pressure 

 
Figure 5 Histogram showing the relationship for blood 

pressure and number of patients 

 

We can see here, approximately 260 Peoples blood pressure 

are lying b/w 62 to 77. As we can see here, few of the values 

(i.e approximately 35 values) are zero (0) in Blood Pressure 

columns. Our problem statement says zero (0) indicates like a 

missing value it does not make sense here, so our first priority 

to treat these missing values. We have seen in the data 

description part median is 72 and mean is 69.10 for Blood 

Pressure. Here we can see mean is less than median so this is 

left skewed means negatively skewness in data. Now we can 

treat our zero (0) values by mean or median. 

 
Figure 6 Swarm plot for detection of diabetic or non-diabetic 

in case of blood pressure 

 
Figure 7 Box plot for determination of outlier in case of blood 

pressure 

 

In figure, we can see that blood pressure record some values 

look like outliers here. However, changing these values 

indicates that we are making changes to the data. Having 

outliers can reduce the statistical power and affect the model 

equation, but this is part of the data so I do not want to treat 

these values as outliers. 

 
Figure 8 bar chart of relationship for blood pressure of patient 

with respect to number of patients 

 

3.2 Exploration for Insulin 

 

This is a right skewed histogram. Most of the values (i.e 374 

values out of 768 records) in insulin columns are zero (0). As 

we can see here, most of the values are zero (0) in insulin 

columns. Our problem statement says zero (0) indicates like a 

missing value it does not make sense here, so our first priority 

to treat this missing values. In the data description, part we 

have seen median is 30.50 and mean is 79.73 for insulin 

Columns. Means mean is even more than double of median 

that indicates histogram is highly positive skewed (right 

skewed). Now we can treat our zero (0) values by median. 

 
Figure 9 Histogram showing the relationship for insulin and 

number of patients. 
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Figure 10 Swarm plot of insulin level of patient showing 

diabetes or not 

 
Figure 11 Box plot for determination of outlier in case of 

insulin 

We can see here, out of 768 records only 49 values exceed the 

upper whisker (upper bound) which is only 6.38%. But we 

would not like to entertain these values in order to maintain 

the originality in the data. 

 

3.3 Exploration for Body Mass Index 

 

This histogram indicates that there are approximately 140 

values of BMI between 33 and 36 and 110 records lie b/w 

BMIs of 23 and 37. This histogram also shows like some 

outlier’s values on the left and right sides of the histogram, 

which we can see and treat later by using boxplot. As we can 

see here, few of the values are zero (0) in BMI columns. Our 

problem statement says zero (0) indicates like a missing value 

it does not make sense here, so our first priority to treat these 

missing values. In the data description, part we have seen 

median is 32.00 and mean is 31.99 for BMI Columns. Means 

mean and median both are pretty equal and lying at the same 

points. Now we can treat our zero (0) values by median or 

mean. 

 
Figure 12 Histogram showing the relationship for body mass 

index with respect to frequency 

 
Figure 13 Swarm plot of BMI of patient showing diabetes or 

not 

 
Figure 14 Box plot for determination of outlier in case of BMI 

 

We can see here that 08 values out of 768 are outliers, which 

is about 1% as compared to total records. Which is negligible, 

we want to keep data as it is so we are not going to treat these 

values. 

 

Exploration for Skin Thickness My observation: This 

histogram indicates that there approximately 200 values shows 

skin Thickness zero (0) and approximately 75 records are 

having skin thickness around 15 to 40 mm. This histogram 

also shows like a single outlier values, which is shows skin 

thickness of 100 mm that would be clearer when we will use 

boxplot and we can treat these values there. As we can see 

here, few of the values are 0 in Skin Thickness columns. Our 

problem statement says zero (0) indicates like a missing value 

it does not make sense here, so our first priority to treat these 

missing values. In the data description, part we have seen 

median is 23.00 and mean is 20.53 for Skin Thickness 

Columns. Means mean is less than median that is represent 

data is slightly left skewed (negatively skewed). Now we can 

treat our zero (0) values by median or mean. 

 

 
Figure 15 Histogram showing the relationship of a skin 

thickness 
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Figure 16 Swarm plot of skin thickness 

 
Figure 17 Box plot for determination of outlier in case of BMI 

 

We can see here that out of 768 records only 35 values are 

outliers, which is only 4.5% of total records. However, 

changing these values is going to change the original records 

so we want to keep these values same. Most records for skin 

thickness are between 21 and 25 mm in about 300 people. 

 
Figure 18 combined charts between all the parameters 

 
Figure 19 Heat map to show the co-relationship between the 

all parameters 

 

3.4 Machine learning algorithm 

 

3.4.1 Applying Logistic Regression Algorithms 

 
Figure 20 ROC curve for all the parameters 

 
Figure 21 Precision recall curve for data 

 

3.4.2 Apply Decision Tree Model 

Decision Tree classifier performs with accuracy of 70.77% on 

this test data 

 
Figure 22 Feature engineering model using decision tree 

model 

 

3.4.3 Apply Random Forest Classifier 

 
Figure 23 Feature engineering model using random forest 

classifier 
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3.4.4 K-Nearest Neighbour (KNN) Classification 

 
Figure 24 Testing of KNN model 

 
Figure 25 Test accuracy of KNN model 

 

3.4.5 Ensemble Learning, Boosting Technique, Adaptive 

Boosting 

 
Figure 26 Feature engineering using 

 
Figure 27 comparison of all model 

 

4. CONCLUSION 
 

In this project, we collect the data form medical agency of 

female patients who are suffering from diabetics as well as 

having pregnancy. Data are analysed using python code and 

model has been developed using machine learning algorithm.  

Healthcare is one of the emerging and required fields for the 

development of humankind and science and technology. 

Machine learning is found one of the emerging area in the 

technology. The project discus about the detail of the all input 

and output parameters and developed a model with the help of 

that one can predict the diabetic problem in a pregnant 

women.  We can observe here in logistic regression model, 

test accuracy is greater than train accuracy that is indicating 

model is little over fitted here. Therefore, the difference of 

training and testing accuracy is only 2%. As per the confusion 

matrix we can see how this model is predicting here, That 

means 33 patients are truly predicted diabetic, And 12 patient 

are wrongly predicted Diabetic (False Positive), 87 patient are 

non-diabetic (means True negative), And 22 patient are 

wrongly predicted negative but in reality they are 

positive(mean false negative). We can see here this model 

predict large no. of false negative and false positive so this is 

not going to be good for this diabetic prediction. In terms of 

accuracy model is giving good accuracy on SVM and then for 

KNN and adaboost. 
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