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Abstract : 

Performance analysis of learning outcomes is a system that will aim fo excellence at all levels and dimensions of the 

student’s field of interest. This pa- per suggests a comprehensive EDM framework in the form of a rule-based          

recommender system that not only analyses and predicts student achievement, but also demonstrates the reasons for 

it. The suggested framework examines students’ demographic information, study-related characteristics, and 

psychological factors to gather as much information as possible from classmates, teachers, and parents. School reports 

and queries used to collect the world’s latest data (e.g., student marks, population, social and school-related factors. 

Using a set of potent data min- ing methods, aiming for the greatest possible precision in academic performance 

prediction. The framework is effective in identifying the student’s weaknesses and making relevant recommendations. 

In contrast to current frameworks, the proposed framework outperforms them in a practical case study involving 200 

individuals. 
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1. INTRODUCTION 

Recently, online educational systems have grown in popularity, and student information stored has grown to be large in 

number. This allows for the development of rules and forecasts. Data mining tools used to process student teaching data. A 

variety of information about the student’s social status, learning environment, or study notes can be used to make 

predictions about his or her achievements or failures. The purpose of this study is to predict the final level of students to 

assist teachers in taking steps to protect vulnerable children. To improve the prediction model’s accuracy, a number of data 

preprocessing procedures were used. The level of accuracy of the three popular data mining algorithms (decision tree, 

random forest, and inexperienced Bayes) is then compared. In addition, the effects of the two separate phase ranges on data 

mining are investigated in this study: five-level grade categorization and binary grade categorization. Research in this field. 

The methods used in this study are briefly described to provide thorough understanding of the concepts. Experimental 

experiments with dataset descriptions, data pre-processing, and experimental result subtitles are summarized in Section 4. 

Section 5concludes with a conclusion and recommendations for future studies. 

 

2. RELATED WORKS 
 

Predicting students’ educational performance is one among the most topics of educational data mining. With the 

upcoming of new technology, technology investment in the education sector has increased, in combination with 

technological advances, e-Learning platforms such as the web on-line learning and multimedia technologies have 

evolved, and each learning prices have reduced, and time and area limitations are eliminated, the rise of on-line courses 

and therefore the hike of online transactions and school-based transactions led to an increase in digital knowledge 

during the field [1, 2]. Costa stressed the info concerning the failing rate of the students; the teachers were involved and 

raised vital concerns about the failure prediction. Estimating student’s performances becomes harder as a result of the 

massive volume of information in coaching databases. Descriptive statistical analysis is effectively accustomed offer the 

fundamental descriptive data of given information. However, this isn’t always sufficient. To inform faculty and students 

ahead of time, students may also be ready to determine ahead of time, using calculable modelling strategies, there is an 

advantage to defining university students in terms of how they can work in education in order to increase achievement 

levels and manage resources effectively [3–6]. Universities’ huge expansion of electronic knowledge ends up in a rise 

within the ought to acquire significant data from these large amounts of information. By utilizing data processing 

techniques on educational data, it’s possible to enhance the standard of the education [7–9]. To date, data processing 
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algorithms have been used in various fields of education such as engineering education, physical education, and English 

language education. Some fields are oriented toward high school students, many of whom are highly interested in 

higher education. While some data analysis studies focus on predicting overall student outcomes, some studies focus on 

teacher outcomes as a whole. The authors of [10–12] made a project to learn the patterns of university student retention. 

Since reading the literature, it is clear that the present state of the art has a lot of space for change. Improvements are 

possible, as seen in the article, if we examine different learning styles; choose features carefully; examine the 

application of the studied hypothesis and not its moderate application, but also by the variation in that performance; and 

investigate the delta of student variables between those who remain and those who are retained. The following 

characteristics were considered to be informative using these methods for determining whether students would stay for 

the first three years of an under- graduate degree: family history and family’s social-economic standing, high school 

GPA, and test scores. The authors of [13–15] researched the classification techniques used in data mining. There are 

three main components of data mining. Clustering, association laws and sequence analysis are all techniques for 

evaluating results. Process classification / collection process is the process of analyzing data and creating a set of 

collection rules that can be used to label a potential data label. The process of extracting data from a data set and 

converting it into an understandable structure is known as data mining. It is a mathematical method that incorporates 

methods from artificial intelligence, machine learning, analytics, and database systems to detect integration in big data 

sets [16–18]. The real data mining activity entails the automated or semi-automated processing of vast amounts of data 

in order to uncover previously identified trends [19, 20]. There are six different types of data mining activities. 

Anomaly identification, association rule learning, clustering, classification, regression, and summarization are some of 

the techniques used to diagnose anomalies. Classification is a popular data mining technique that is used in a number of 

fields. Classification is a method of digging data to predict the member- ship of a data model group. The basic 

classification techniques are discussed in this article. The aim here is to provide a systematic overview of various 

classification strategies in data mining, including decision tree inference, Bayesian networks, and the k-nearest neighbor 

classifier. 

Salam et al. used ELM technique for the diagnosis of heart diseases. The diagnosis of heart disease, which affects 

millions of people, is one of the most important aspects of the use of machine learning technology. Patients with heart 

disease have a number of independent variables in general, such as age, sex, serum cholesterol, blood sugar, and so on, 

that can be used to diagnose them effectively. To model these variables, an Extreme Learning Machine (ELM) 

algorithm is used in this article. The proposed system would be used to supplement an expensive routine checkup with a 

warning system that alerts patients to the possibility of heart failure. The method is based on actual data obtained by the 

Cleveland Clinic Foundation, which included information on about 300 patients. According to simulation data, this 

architecture is around 80% accurate in detecting heart disease. 

 

Shadab Adam Pattekari and Asma Parveen developed a predictive system for heart disease using the Naıve Bayes 

algorithm. The key goal of this study is to create an Intelligent System using the Naive Bayes data mining simulation 

methodology. It’s a web- based programmed in which the user asks pre-determined questions. It pulls secret data from a 

database and compares user values to a trained data set. It will address with complex questions about heart disease 

treatement, allowing healthcare workers to make correct treatment choices than old decision systems. It also aims to 

lower healthcare costs by delivering successful care. 

 

Oliver and Mangas made a health gear, a wearable machine to monitor and analyze physiological signals. Health Gear is 

a real-time wearable device that monitors, visual- izes, and analyses physiological signals in real time. Health Gear is 

made up of a series of noninvasive physiological sensors that are attached to a mobile phone through Blue- tooth and 

store, transfer, and interpret physiological data before displaying it to the user in an understandable manner. The 

emphasis of this paper is on a Health Gear implementation that uses a blood oximeter to track the user’s blood oxygen 

level and pulse as they sleep. We further discuss two separate algorithms for predicting sleep apnea episodes 

automatically, as well as the overall system’s success in a sleep trial of 20 volunteers. 

 

 

3. EXISTING SYSTEM 
 

Previous predictive models relied solely on demographic data from students, such as gender, age, marital status, family 

income, and qualifications. Additionally, study-related characteristics such as homework and study hours, as well as 

past successes and grades, are included. This previous studies were restricted to predicting academic performance or 

loss without elaborating on the causes for this prediction. The majority of recent studies aimed to collect more than 40 

attributes in their data collection in order to estimate a student’s academic success. These characteristics came from the 
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same type of data group, whether demographic, study-related, or both, resulting in a lack of variety in predicting laws. 

As a result, the information for the reasons for the student’s dropout was not completely extracted by these created 

laws. Aside from the work described above, previous 

 

 
                                            Figure 1. System Architecture 

predictive research models from the viewpoint of educational psychology performed a couple of experiments to analyze 

the relationship between mental health and academic success. The guidelines were too brief, and they failed to 

demonstrate how to implement them. 

 

4. PROPOSED SYSTEM 
 

The suggested paradigm starts by integrating demographic and study-related attributes with educational psychology areas, 

by applying psychological features to the historically used data collection (i.e., students’ demographic and study-related 

data). We selected the most important attributes based on their justification and association with academic success after 

surveying the previously used variables for predicting the student’s academic performance. The proposal’s goal is to look 

at a student’s longitudinal statistics, study-related information, and psychological attributes in terms of their final state and 

see whether they are on target, struggling, or even failing. In addition, we conducted a thorough analysis of our proposed 

model with previous similar models. 

 

5. METHOD 
 

As a result of the surge in digitalization, we now have an abundance of data in every field. When the right information 

and tools to use it are known, having more data becomes valuable. Using a variety of machine learning methods, data 

mining aims to extract data from data. It is possible to build links to data and make accurate predictions for the future 

using the data mine. Education is one of the applications for data mining. In education it is a field that encourages us to 

predict future predictions by analyzing historical data in the field of education and applying electronic learning methods 

to it. Data mining is divided into three categories: classification, collection, and organizational mine control. The 

classification task is the focus of this research. Depending on the analysis area and the sort of data we have, different data 

mining techniques may be used. On educational datasets, four well-known Data Mining Methods, Applications, and 

Systems classification algorithms were used to predict students’ final grades. 

 

         5.1 Artificial Neural Network 

 

Artificial Neural Network is a collection of input and output units connected by a heavy connection. ANN learns by 

adjusting link weights in such a way that it can predict the appropriate label of such input data sets. The retrieval 
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algorithm is one of the most well- known learning methods for ANN training. ANN has many advantages, including 

high tolerance to noisy data sets and good results in the differentiation of untrained patterns, so it is helpful in 

situations where the relationship between class markers and negative data properties is understandable. Image and 

handwriting recognition, voice recognition, diagnostic medicine, and disease are just a real global launch of the ANNs. 

ANNs can be categorized according to their structure and style. ANN for fully integrated feed supply, with input layer, 

one or more hidden layers, and output output, is one example. In addi- tion, connectors facing the input unit or output 

unit in the previous layer do not go back. In addition, each L unit layer provides details on each L + 1 unit layer. In this 

study, the three-layer ANN is fully integrated. The input layer, the two hidden layers, and the output layer form a 

network. Twenty input cells, or neurons, form an input layer, while six inverted connections form the first hidden layer. 

There are three other secret secrets in the second hidden layer. The output layer, which has a single output unit, is the 

fourth layer. The function of secret operating units has been implemented using the Rectifier Linear Unit. 

         5.2 Logistic Regression 

The arithmetic simulation model defines the relationship between multiple independent variables, X1... XK, and the 

dependent variables, D. The preparation model uses a math-ematical form known as the logistic equation, with a scale of 

0 to 1 for all inputs pro- vided. The order model can be used to define the probability of an event, which is usually a 

number between 0 and 1. The order model is represented by the formula below. Model parameters, a and b, can be read 

in a series of scenarios named in the training database. During the training process, the Gradient Descent Algorithm 

used for finding best values for model. 

 

         5.3 Support Vector Machine 

 

It’s a promising approach for both linear and non-linear data classification [21]. It trans- forms the initial training data 

into higher dimension using non-linear projection. We’ve described each since then. Each student has several variables, 

and each of them is referred to as a multidimensional entity. It looks for the linear optimal separating 

within this new dimension. A hyperplane is a “decision boundary” that separates students from one class from those of 

another. A hyperplane will often be used to distinguish data from  two groups (H1 and H2). Support vectors (”critical” 

planning information samples) and edges (Large edge and Small edge, which are characterised by aid vectors) are used 

by the SVM to find this hyperplane. Many data analysts claim that this approach is slow during the training process, but 

it has a high precision, particularly for small numbers of support vectors that are independent of the object’s higher 

dimensions. As a result, we can conclude that SVM is an excellent tool for classifying a small number of training 

samples with various parameters. 

 

6. EXPERIMENTAL RESULT 
 

The study collected a single set of data containing details and details of students from two secondary schools in Portugal. 

Database features include student marks, social and demographic data and school- related features. This is all based on 

records and inquiries. The database contains student achievement data from the Mathematics section, and the second 

contains student data for the Portuguese language course. The database has 33 attributes in total. 



International Journal For Technological Research in Engineering            
Volume 11 Issue 11 July-2024                                    ISSN (online) 2347-4718 

 

www.ijtre.com                                                                                                                                                                     Page 65 
 

 

Figure 2. Attribute Dataset 

 

As in several European countries, the range of results in data ranges from 0-20.The data had to be converted 

into groups since the final grade of students is in the form of whole numbers, and the result should be in the form of 

category numbers. We used and compared two different classification schemes in the study: the inclusion of five levels 

and the binary grade. We divided the last measure into five sections first. The 0-9 scale applies to grade F, which is the 

lowest and points to ”failure.” Remaining category marks (D (adequate), C (satisfactory), B (good), and A (good / 

excellent) corresponding to D (sufficient), C (satisfactory), B (good), and A (good) excellent / excellent). We also 

divided the final grade into two categories: ”pass” and ”failed.” This helped us to compare marks. Finally using the 

dataset we dropped the attributes that are unique to the student and shows the lowest relationship with the target 

attribute. We use the train and test split to measure the accuracy of our model we split the data set into two training 

datasets 80% for training and the rest remaining 20% is utilized for the testing purpose. Using the various machine 

learning techniques mentioned above we test our data and find the accuracy of the model, at last we find the algorithm 

with the highest accuracy for predicting the student grades. 

 

Figure 3. Result Graph 

 

 

7. CONCLUSION AND FUTURE WORK 
 

Finally, student success monitoring is a big issue. It’s vital that they’re dealt with. The study presented in this thesis 

demonstrates the use of machine learning methods in con- junction with supervised learning algorithms to better 

understand the efficiency of the algorithm with respect to student records, where we analysed student performance and 

classified it into three categories: high, medium, and poor, with a 79% precision We will have some technological 

solutions in the future to increase the quality of student success. The user interface model may be developed to 

automatically include student records and to send staff warning messages about students who are doing poorly. We mayuse 
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a Neural Network to construct the prediction and anticipate improved performance. Non-academic qualities should be 

combined with academic attributes. 
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